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Abstract

This tutorial presents a hands-on view of the field of multi-view stereo
with a focus on practical algorithms. Multi-view stereo algorithms are
able to construct highly detailed 3D models from images alone. They
take a possibly very large set of images and construct a 3D plausible
geometry that explains the images under some reasonable assumptions,
the most important being scene rigidity. The tutorial frames the multi-
view stereo problem as an image/geometry consistency optimization
problem. It describes in detail its main two ingredients: robust im-
plementations of photometric consistency measures, and efficient opti-
mization algorithms. It then presents how these main ingredients are
used by some of the most successful algorithms, applied into real appli-
cations, and deployed as products in the industry. Finally it describes
more advanced approaches exploiting domain-specific knowledge such
as structural priors, and gives an overview of the remaining challenges
and future research directions.

Y. Furukawa and C. Hernández . Multi-View Stereo: A Tutorial. Foundations and
Trends R© in Computer Graphics and Vision, vol. 9, no. 1-2, pp. 1–148, 2013.
DOI: 10.1561/0600000052.
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Introduction

Reconstructing 3D geometry from photographs is a classic Computer
Vision problem that has occupied researchers for more than 30 years. Its
applications range from 3D mapping and navigation to online shopping,
3D printing, computational photography, computer video games, or
cultural heritage archival. Only recently however have these techniques
matured enough to exit the laboratory controlled environment into the
wild, and provide industrial scale robustness, accuracy and scalability.

Modeling the 3D geometry of real objects or scenes is a chal-
lenging task that has seen a variety of tools and approaches ap-
plied such as Computer Aided Design (CAD) tools [3], arm-mounted
probes, active methods [110, 131, 11, 10] and passive image-based meth-
ods [162, 165, 176]. Among all, passive image-based methods, the sub-
ject of this tutorial, provide a fast way of capturing accurate 3D content
at a fraction of the cost of other approaches. The steady increase of im-
age resolution and quality has turned digital cameras into cheap and
reliable high resolution sensors that can generate outstanding quality
3D content.

The goal of an image-based 3D reconstruction algorithm can be de-
scribed as ”given a set of photographs of an object or a scene, estimate

3



4 Introduction

Figure 1.1: Image-based 3D reconstruction. Given a set of photographs (left), the
goal of image-based 3D reconstruction algorithms is to estimate the most likely 3D
shape that explains those photographs (right).

the most likely 3D shape that explains those photographs, under the
assumptions of known materials, viewpoints, and lighting conditions”
(See Figure 1.1). The definition highlights the difficulty of the task,
namely the assumption that materials, viewpoints, and lighting are
known. If these are not known, the problem is generally ill-posed since
multiple combinations of geometry, materials, viewpoints, and lighting
can produce exactly the same photographs. As a result, without fur-
ther assumptions, no single algorithm can correctly reconstruct the 3D
geometry from photographs alone. However, under a set of reasonable
extra assumptions, e.g. rigid Lambertian textured surfaces, state-of-
the-art techniques can produce highly detailed reconstructions even
from millions of photographs.

There exist many cues that can be used to extract geometry from
photographs: texture, defocus, shading, contours, and stereo correspon-
dence. The latter three have been very successful, with stereo corre-
spondence being the most successful in terms of robustness and the
number of applications. Multi-view stereo (MVS) is the general term
given to a group of techniques that use stereo correspondence as their
main cue and use more than two images [165, 176].

All the MVS algorithms described in the following chapters assume
the same input: a set of images and their corresponding camera param-
eters. This chapter gives an overview of an MVS pipeline starting from
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Figure 1.2: Example of a multi-view stereo pipeline. Clockwise: input imagery,
posed imagery, reconstructed 3D geometry, textured 3D geometry.

photographs alone. An important take-home message of this chapter is
simple: An MVS algorithm is only as good as the quality of the input
images and camera parameters. Moreover, a large part of the recent
success of MVS is due to the success of the underlying Structure from
Motion (SfM) algorithms that compute the camera parameters.

Figure 1.2 provides a sketch of a generic MVS pipeline. Different
applications may use different implementations of each of the main
blocks, but the overall approach is always similar:

• Collect images,

• Compute camera parameters for each image,

• Reconstruct the 3D geometry of the scene from the set of images
and corresponding camera parameters.

• Optionally reconstruct the materials of the scene.
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Figure 1.3: Different MVS capture setups. From left to right: a controlled MVS
capture using diffuse lights and a turn table, outdoor capture of small-scale scenes,
and crowd-sourcing from online photo-sharing websites.

In the chapter we will give more insight into the first three main
stages of MVS: imagery collection, camera parameters estimation, and
3D geometry reconstruction. Chapter 2 develops the notion of photo-
consistency as the main signal being optimized by MVS algorithms.
Chapter 3 presents and compares some of the most successful MVS al-
gorithms. Chapter 4 discusses the use of domain knowledge, in particu-
lar, structural priors in improving the reconstruction quality. Chapter 5
gives an overview of successful applications, available software, and best
practices. Finally Chapter 6 describes some of the current limitations
of MVS as well as research directions to solve them.

1.1 Imagery collection

One can roughly classify MVS capture setups into three categories (See
Figure 1.3):

• Laboratory setting,

• Outdoor small-scale scene capture,

• Large-scale scene capture using fleets or crowd-sourcing, e.g.,
cars, planes, drones, and Internet.

MVS algorithms first started in a laboratory setting [184, 147, 58],
where the light conditions could be easily controlled and the camera
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could be easily calibrated, e.g. from a robotic arm [165], rotation ta-
ble [93], fiducial markers [2, 43, 192], or early SfM algorithms [62]. MVS
algorithms went through two major developments that took them to
their current state: They left the laboratory setting to a small-scale
outdoor scenes [174, 102, 85, 169, 190], e.g. a building facade or a foun-
tain, then scaled up to much larger scenes, e.g. entire buildings and
cities [129, 153, 97, 69].

These major changes were not solely due to the developments in the
MVS field itself. It was a combination of new hardware to capture bet-
ter images, more computation power, and scalable camera estimation
algorithms.
Improvements in hardware: Two areas of hardware improvements
had the most impact on MVS: digital cameras and computation power.
Digital photography became mainstream and image digital sensors con-
stantly improved in terms of resolution and quality. Additionally, mass
production and miniaturization of geo positioning sensors (GPS) made
them ubiquitous in digital cameras, tablets, and mobile phones. Al-
though the precision of commercial units is not enough for MVS pur-
poses, it does provide an initial estimate on camera parameters that
can be refined using Computer Vision techniques. The second signifi-
cant hardware improvement was computation power. The rise of inex-
pensive computer clusters [5] or GPU general computation [6] enabled
SfM algorithms [25, 64] and MVS algorithms [69] to easily handle tens
of thousands of images.
Improvements in Structure-from-Motion algorithms: Re-
searchers have been working on visual reconstruction algorithms for
decades [183, 182]. However, only relatively recently have these tech-
niques matured enough to be used in large-scale industrial applications.
Nowadays industrial algorithms are able to estimate camera parameters
for millions of images. Two slightly different techniques have made great
progress in recent years: Structure-from-Motion (SfM) [88] and Visual
Simultaneous Localization and Mapping (VSLAM) [53]. Both rely on
the correspondence cue and the assumption that the scene is rigid. SfM
is most commonly used to compute camera models of unordered sets
of images, usually offline, while VSLAM specializes in computing the
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location of a camera from a video stream, usually real-time. In this
tutorial we focus on SfM algorithms, since a large majority of MVS
algorithms are designed to work on unordered image sets, and rely on
SfM to compute camera parameters. Note however that VSLAM has
made very quick progress recently in the context of MVS [145, 180].

The term “camera parameters” refers to a set of values describing
a camera configuration, that is, camera pose information consisting of
location and orientation, and camera intrinsic properties such as focal
length and pixel sensor size. There are many different ways or “models”
to parameterize this camera configuration. In the following section, we
discuss some of the most common camera projection models used in
MVS applications.

1.2 Camera projection models

As mentioned in the introduction, MVS algorithms need additional
knowledge in order to make the reconstruction problem well posed.
In particular, MVS algorithms require that every input image has a
corresponding camera model that fully describes how to project a 3D
point in the world into a 2D pixel location in a particular image. The
most commonly used camera model for MVS is the pinhole camera
model, which is fully explained by a 3x4 projection camera matrix [88],
defined up to a scale. This is the model commonly used with off-the-
shelf digital cameras capturing still photographs. Any 3 × 4 projection
matrix P can be decomposed into the product of a 3×3 upper triangular
matrix K and a 3 × 4 pose matrix [R|T ]

P =

⎛⎜⎝ fx s cx

0 fy cy

0 0 1

⎞⎟⎠ ·
⎛⎜⎝ r11 r12 r13 tx

r21 r22 r23 ty

r31 r32 r33 tz

⎞⎟⎠ .

︸ ︷︷ ︸
K

︸ ︷︷ ︸
R

︸︷︷︸
T

(1.1)

The matrix K is commonly referred to as the intrinsics matrix, because
it is composed of quantities intrinsic to the camera: vertical and hor-
izontal focal lengths (fx, fy), principal point (cx, cy), and skew s. The
matrix [R|T ] is commonly known as the extrinsics matrix, where R is
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Figure 1.4: Common deviations from pinhole camera model. Left: a fish eye lens
exhibiting large radial distortion (top) and a rectified version of the same image
after removing radial distortion (bottom). Right: rolling shutter artifacts caused by
a fast moving object in the scene [155].

the rotation of the camera and T is the translation of the camera. Note
that, due to the quality of digital sensors, one rarely estimates the 11
parameters of the projection matrix. In particular, pixels are assumed
to have no skew (s = 0), and be square (fx = fy). Also, if an image
has not been cropped, it is safe to assume the principal point is at the
center of the image. As a result, a common pinhole camera model is
just composed of 7 parameters: the focal length f , the rotation matrix
R and the translation vector T .

If the attached lens is low quality, or wide-angle (See Figure 1.4 left),
the pure pinhole model is not enough and often extended with a radial
distortion model. Radial distortion is particularly important for high-
resolution photographs, where small deviations from the pure pinhole
model can amount to multiple pixels near the image boundaries.

Radial distortion can typically be removed from the photographs
before they enter the MVS pipeline. If the radial distortion parameters
of an image have been estimated, one can undistort the image by resam-
pling as if it had been taken with an ideal lens without distortion (See
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Figure 1.4 bottom left). Undistorting the images simplifies the MVS
algorithm and often leads to faster processing times. Some cameras,
e.g. those in mobile phones, incorporate dedicated hardware to remove
radial distortion during the processing of the image just after its cap-
ture. Note however that rectifying wide-angle images will introduce
resampling artifacts as well as field of view cropping. To avoid these is-
sues MVS pipelines can support radial distortion and more complicated
camera models directly, at the expense of extra complexity.

Finally, rolling shutter is another source of complexity particularly
important for video processing applications (See Figure 1.4 right). A
digital sensor with an electronic rolling shutter exposes each row of an
image at slightly different times. This is in contrast to global shutters
where the whole image is exposed at the same time. A rolling shut-
ter often provides higher sensor throughput at the expense of a more
complicated camera model. As a result, if the camera or the scene are
moving while capturing the image, each row of the image captures ef-
fectively a slightly different scene. If the camera or scene motion is slow
w.r.t. the shutter speed, rolling shutter effects can be small enough to
be ignored. Otherwise the camera projection model needs to incorpo-
rate the effects [63].

1.3 Structure from Motion

There is a vast literature on Structure-from-Motion algorithms, and it
is not our intention to throughly review it here. In the following, we
will discuss some of the key aspects of SfM and how they relate to MVS
algorithms.

SfM algorithms take as input a set of images and produce
two things: the camera parameters of every image, and a set
of 3D points visible in the images which are often encoded as
tracks. A track is defined as the 3D coordinates of a recon-
structed 3D point and the list of corresponding 2D coordinates in
a subset of the input images. Most of the current state-of-the-art
SfM algorithms share the same basic processing pipeline (See Fig-
ure 1.5):
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• Detect 2D features in every input image.

• Match 2D features between images.

• Construct 2D tracks from the matches.

• Solve for the SfM model from the 2D tracks.

• Refine the SfM model using bundle adjustment.

Figure 1.5: Main stages of a generic SfM pipeline, clockwise: feature detection,
feature matching, track generation, structure-from-motion and bundle adjustment.

Initial work on SfM mainly focused on the geometry of two and
three views under the assumption of a rigid scene [88]. Carlo Tomasi’s
technical perspective on visual reconstruction algorithms [182] presents
an overview of the early work. One of the key developments for SfM
was the use of RANSAC [61] to robustly estimate the epipolar geometry
between two or three views given noisy matches.

Efforts then focused on two key components of the SfM algorithm:
1) computing a Euclidean reconstruction (up to a scale) from multiple
cameras, that is, estimating both the camera parameters and 3D posi-
tions of the tracks, and 2) building longer 2D tracks. By the end of the
20th century, SfM algorithms were able to robustly compute models
from large structured sets of images, e.g. from sequences of images or
video sequences [62, 152] and the first SfM industrial solutions started
to be commercialized for applications such as movie editing and special
effects [4].

These initial systems were mainly designed for structured sets of
images i.e., sets where the order of images matters, such as a video
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Figure 1.6: Large scale SfM examples from [25]. Left: SfM model of the city of
Dubrovnik. Right: SfM model of San Marco Square in Venice.

sequence. Although some MVS applications can define such an order,
for example, Google’s StreetView [81] or Microsoft’s Streetside [143],
many recent MVS applications also use unordered sets of images cap-
tured at different times with different hardware, e.g. 3D maps from
aerial images [108, 144, 30]. The development of fast and high quality
feature detectors [87, 135, 57] and descriptors [135, 36, 159, 130, 26]
was a crucial development towards making SfM work with unstruc-
tured datasets. High quality descriptors enabled building longer and
higher quality tracks from images captured with very different pose
and illumination.

The final ingredient to tackle large-scale SfM of unstructured photo
collections was to improve the matching stage. In the case of un-
structured photo collections, one does not have any prior knowledge
of nearby candidate images that should be matched against. There-
fore, every image has to be matched to every other image, which is
computationally very expensive. Efficient indexing [146] combined with
high quality descriptors allowed efficient pairwise matching of millions
of images. Further work on simplifying the connectivity graph of the
tracks [172] and parallelization [25, 64] lead to the current state-of-
the-art SfM pipelines used in the industry, for example, Microsoft’s
photosynth [16] and Google’s photo tours [15] (See Figure 1.6).
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1.4 Bundle Adjustment

Although bundle adjustment [183] is not strictly a part of SfM, it is
a very common step used to refine the initial SfM model. Given a set
of camera parameters {Pi}, and a set of tracks {M j , {mj

i }}, where M j

denotes the 3D coordinate of a track, and mj
i denotes the 2D image

coordinate of its image projection in the ith camera, bundle adjustment
minimizes the following non-linear least squares error

E(P, M) =
∑

j

∑
i∈V (j)

|Pi(M j) − mj
i |2. (1.2)

V (j) is the list of camera indices where point M j is visible, and Pi(M j)
represents the projected 2D image coordinate of 3D point M j in camera
i using the camera parameters Pi.

E(P, M) is typically measured in squared pixels, but a more com-
mon metric to express the accuracy of the estimation is to use the
Root Mean Square Error or RMSE, which is measured in pixels and is
defined as:

RMSE(P, M) =

√
E(P, M)

N
, (1.3)

where N is the number of residual terms being summed up in (1.2).
Typical RMSE values before bundle adjustment are in the order of
several pixels, while values after bundle adjustment are often sub-pixel.

The bundle adjustment framework enables the combination of mul-
tiple sensors with the SfM objective in a principled optimization frame-
work. One way to fuse GPS and IMU constraints with SfM constraints
is to simply add additional terms to (1.2) that penalize deviations of
Pi from the predicted camera models from the GPS and IMU signals.

MVS algorithms are very sensitive to the accuracy of the estimated
camera models. The reason is that, for efficiency purposes, they use
the epipolar geometry defined by the camera models to restrict the 2D
matching problem into a 1D matching problem (See Section 1.5 for
more details). If the reprojection error is large, a pixel might never be
compared against its real match, significantly degrading the MVS per-
formance. The robustness of MVS to camera reprojection error depends
mainly on how tolerant the matching criterion (namely the photo-
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consistency measures presented in Chapter 2) is to misalignments. Usu-
ally, the larger the domain Ω of the photo-consistency measure (See
equation 2.1), the more robust the measure is. Unfortunately, large
domains also tend to produce over smoothed geometry, so there is a
compromise between accuracy and robustness.

Since MVS is so sensitive to reprojection errors, bundle adjustment
is often a requirement for MVS, with the goal of sub-pixel reprojec-
tion errors. Note that, because reprojection error is measured in pixels,
one can downsample the input images and rescale the camera parame-
ters until the reprojection error drops below a certain threshold. This
approach will work as long as the downsampled images still contain
enough texture and details for MVS to work [72].

1.5 Multi-View Stereo

The origins of multi-view stereo can be traced back to human stereop-
sis and the first attempts to solve the stereoscopic matching problem
as a computation problem [139]. Until this day, two-view stereo algo-
rithms have been a very active and fruitful research area [162]. The
multi-view version of stereo originated as a natural improvement to
the two-view case. Instead of capturing two photographs from two dif-
ferent viewpoints, multi-view stereo would capture more viewpoints
in-between to increase robustness, e.g. to image noise or surface tex-
ture [184, 147]. What started as a way to improve two-view stereo has
nowadays evolved into a different type of problem.

Although MVS shares the same principles with such classic stereo
algorithms, MVS algorithms are designed to deal with images with
more varying viewpoints, such as an image set surrounding an ob-
ject, and also deal with a very large number of images, even in the
order of millions. The difference in the nature of the MVS problem
ends up producing significantly different algorithms than the classic
stereo counterpart. As an example, industrial applications for 3D map-
ping [108, 144, 30], process millions of photographs over hundreds of
kilometers at a time, effectively reconstructing large metropolitan ar-
eas, countries and eventually the entire world.
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Figure 1.7: Matching images with known camera parameters. Left: The 3D geom-
etry of the scene defines a correspondence between pixels in different images. Right:
when camera parameters are known, matching a pixel in one image with pixels in
another image is a 1D search problem.

Matching pixels across images is a challenging problem that is not
unique to stereo or multi-view stereo. In fact, optical flow is another
very active field in Computer Vision, tackling the problem of dense cor-
respondence across images [33]. The main differences with MVS being
that optical flow is typically a two image problem (similar to two-view
stereo), cameras are not calibrated, and its main application is image
interpolation rather than 3D reconstruction.

Note that in the case of MVS, where the camera parameters are
known, solving for the 3D geometry of the scene is exactly equivalent
to solving the correspondence problem across the input images. To see
why, consider a 3D point belonging to the 3D scene geometry (See
Figure 1.7 left). Projecting the 3D point into the set of visible cameras
establishes a unique correspondence between the projected coordinates
on each image.

Given a pixel in an image, finding the corresponding pixels in other
images needs two ingredients:

• An efficient way to generate possible pixel candidates in other
images.

• A measure to tell how likely a given candidate is the correct
match.

If the camera geometry is not known, as is typically the case in
optical flow, each pixel in an image can match any other pixel in another
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image. That is, for each pixel one has to do a 2D search in the other
image. However, when the camera parameters are known (and the scene
is rigid), the image matching problem is simplified from a 2D search
to a 1D search (See Figure 1.7 right). A pixel in an image generates a
3D optic ray that passes through the pixel and the camera center of
the image. The corresponding pixel on another image can only lie on
the projection of that optic ray into the second image. The different
geometric constraints that originate when multiple cameras look at
the same 3D scene from different viewpoints are known as epipolar
geometry [88].

As for measures to tell how likely a candidate match is, there is a
vast literature on how to build so called photo-consistency measures
that estimate the likelihood of two pixels (or groups of pixels) being
in correspondence. Photo-consistency measures in the context of MVS
are presented in more detail in Chapter 2.



2

Multi-view Photo-consistency

This chapter develops the concept of multi-view photometric consis-
tency, or photo-consistency in short, as the main signal used in any
multi-view stereo algorithm. Multi-view photo-consistency measures
the agreement or consistency between a set of input photographs and
all the ingredients that take part in their image formation: illumina-
tion, materials, and 3D geometry of the scene being captured. Under
the right assumptions, multi-view stereo algorithms are capable of "in-
verting" the image formation process and producing highly detailed
3D geometry, materials, and illumination from images alone. Multi-
view stereo is thus seen as a constrained optimization problem, where
multi-view photo-consistency is maximized as a function of geometry,
viewpoints, materials, and illumination.

Many proposed photo-consistency measures are invariant to ma-
terial and illumination changes while Structure-from-Motion ap-
proaches are able to provide accurate 3D pose for each im-
age. These advances have enabled multi-view stereo formula-
tions where photo-consistency is optimized only as a function
of 3D geometry, often under certain prior or smoothness condi-
tions.

17
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Section 2.1 introduces the basic concepts of multi-view photo-
consistency and the different measures of two-view photo-consistency
used in state-of-the-art multi-view stereo systems. Many of these con-
cepts are shared with two-view stereo algorithms [162], but the term
multi-view holds a key role in MVS and sets it apart from traditional
two-view stereo algorithms.

A crucial requirement for photo-consistency measures is to compute
photo-consistency on a set of images that see the same 3D geometry.
However this visibility information is only known once the 3D geome-
try is available, thus creating a chicken-and-egg dependency where. In
order to compute 3D geometry (by maximizing photo-consistency), one
needs the correct 3D-geometry to select which images to use in order
to compute photo-consistency. Section 2.2 explores different strategies
that have been developed to break this dependency.

2.1 Photo-consistency measures

Given a set of N input images and a 3D point p seen by all the images,
one can define the photo-consistency of p w.r.t. each pair of images Ii

and Ij as:
Cij(p) = ρ(Ii(Ω(πi(p))), Ij(Ω(πj(p)))), (2.1)

where ρ(f, g) is a similarity measure that compares two vectors, πi(p)
denotes the projection of p into image i, Ω(x) defines a support domain
around point x, and Ii(x) denotes the image intensities sampled within
the domain. Every photo-consistency measure can be described as a
particular choice of ρ and Ω.

Some photo-consistency measures do not need the support domain
Ω to be defined while others do (see Table 2.1). The main purpose
of the support domain Ω is to define the size of a region where the
appearance of the scene is expected to be unique and somewhat invari-
ant to illumination and viewpoint changes. Note that uniqueness and
invariance are often two competing properties of a photo-consistency
measure. The larger the domain Ω is, the more unique the local ap-
pearance inside the domain is, which makes it easier to match to other
images. At the same time, the larger the domain is, the harder it is
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Table 2.1: Summary table of different similarity measures used to compute photo-
consistency.

Measure required Ω invariance

Sum of Squared Differences (SSD) no none
Sum of Absolute Differences (SAD) no none
Normalized Cross Correlation (NCC) yes bias/gain
Census yes bias/gain
Rank yes bias/gain/rotation
Mutual Information (MI) yes any bijection

to maintain the illumination and viewpoint invariance due to reflec-
tions, depth boundaries, or smooth geometry assumptions (e.g., planar
assumptions).

In MVS algorithms, the simplest way to define Ω for each image is
to use a square grid of pixels with constant size across the images, which
works well when input images share roughly the same pixel resolution
for the surface being reconstructed. The size of the domain Ω tends to
be relatively small, e.g. a 3x3 or 5x5 grid of image intensities. In more
complicated scenarios, where images have varying resolutions and their
location is non-uniformly distributed w.r.t the scene, it becomes critical
to adjust the size of the domain. The size needs to be proportional
to the image resolution and the viewpoint separation, and inversely
proportional to the distance to the scene. Some methods even change
the shape of the domain, where a particularly successful instance of a
view-dependent domain is obtained by computing the domain Ω as the
projection of a 3D local patch centered around the 3D point p [210,
74]. Other methods significantly increase the density of the images,
which enables smaller domain sizes, an extreme case being the use of
video [145] or Lightfields [195, 117].

A related concept to the domain that is very common in stereo
algorithms is photo-consistency aggregation [162], which consists in
spatially aggregating the photo-consistency measure to increase its ro-
bustness. It is most effective when used with measures that can be
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Figure 2.1: Example of a rectangular 3 × 3 domain Ω centered around a pixel with
intensity e in a grayscale image. The image intensity in the domain is vectorized
into a 1D vector f = (a, b, c, d, e, f, g, h, i)� in order to compute a photo-consistency
measure.

computed without a domain e.g., Sum of Square Differences (SSD)
and Sum of Absolute Differences (SAD), since advanced aggregation
techniques can be used without over smoothing the score, (See Section
2.1.8 for more details).

Given the photo-consistency definition in (2.1) between two images,
one can further define the photo-consistency of p w.r.t. a single image
Ii by simply averaging all the pair-wise photo-consistencies

Ci(p) = 1
N − 1

∑
j �=i

Cij(p), (2.2)

and define the photo-consistency w.r.t. all the images by averaging the
individual photo-consistencies

C(p) = 1
N

∑
i

Ci(p) = 1
N(N − 1)

∑
i

∑
j �=i

Cij(p). (2.3)

As mentioned above, this definition of photo-consistency requires
all the images to see a given point. In other words, this definition only
works if one already knows what images see a given 3D point.

In the following we describe some of the most common and suc-
cessful photo-consistency measures. We point interested readers to [99]
for a detailed review. As a convention, we define photo-consistency
measures that compare two signals f and g, where each signal is repre-
sented by a one dimensional vector, obtained by, for example, sampling
a rectangular image region in a gray-scale image (See Figure 2.1).
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Figure 2.2: Example of two calibrated images used as input to a photo-consistency
algorithm matching a single pixel (center of the left image) against a second image
across its epipolar line. See Figure 2.3 and Figure 2.4 for a comparison of the different
photo-consistency values described in this chapter. Note that the two images being
compared were taken by the same camera one after the other. Top: textured case.
Bottom: textureless case.

Given color images, different strategies exist to deal with the dif-
ferent channels:

• Convert the color image into gray scale before computing the
photo-consistency.

• Compute the photo-consistency per color channel independently,
and return the average.

• Concatenate the vectors from all the color channels into a single
larger vector.

Although it is not our intention to provide a thorough evaluation, we do
provide a small qualitative comparison to illustrate what are the typical
signatures of the different measures for both textured and untextured
surfaces (see Figure 2.2). Figure 2.3 shows the photo-consistency plots
as we move along the epipolar line for the textured region of Figure 2.2
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Figure 2.3: Different photo-consistency measures computed along the epipolar line
for the textured example of Figure 2.2 top. The correct depth is roughly at 0.5 depth
units. All the measures use a domain Ω 3x3 except for MI, which uses a domain of
9x9.

top. Figure 2.4 shows the photo-consistency plots for the untextured
region of Figure 2.2 bottom.

2.1.1 Normalized Cross Correlation

Zero-mean normalized cross correlation (NCC) is one of the most com-
mon and successful photo-consistency measures used in multi-view
stereo algorithms. It is invariant to changes in gain and bias and it
is mainly used when lighting and material invariance is required, for
example, when computing stereo from photo collections with a wide
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Figure 2.4: Different photo-consistency measures computed for the textureless ex-
ample of Figure 2.2 bottom. All the measures use a domain Ω 3x3 except for MI,
which uses a domain of 9x9.

range of illuminations and materials. The main failure modes of NCC
are a lack of surface texture and repetitive textures, while the main
advantage is its accuracy. The similarity measure is defined as:

ρNCC(f, g) = (f − f̄) · (g − ḡ)
σf σg

∈ [−1, 1],

with f̄ the mean of f and σf the standard deviation of f .
The handling of color images in NCC computation requires extra

attention. It does not work well to simply concatenate all the color
channels into a single vector and apply the above formula. In difficult
cases such as homogeneous textured surfaces, the primary visual cues
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are often subtle shadings and shadowing effects on its surface. We want
NCC to capture subtle spatial intensity variation in each color chan-
nel, which are much smaller than the intensity variation across color
channels. With the simple concatenation, NCC amounts to only cap-
turing the intensity variation across color channels. A better solution
is to compute NCC per color channel independently and return the
average NCC score. A more sophisticated approach is to compute and
subtract the average intensity per color channel independently (f̄ and
ḡ), but concatenate all the color channels together as a single vector
when computing its variance (σf and σg). This allows NCC to capture
spatial intensity variations in each color channel, while down weighting
color channels with smaller intensity variations.

2.1.2 Sum of Squared Differences

The sum of squared differences (SSD) is defined as the L2 squared
distance between vectors f and g

ρSSD(f, g) = ||f − g||2.

It is usually mapped through an exponential to the [0, 1] range for
normalization purposes. SSD with an exponential normalization is the
optimal photo-consistency measure if f and g only differ by additive
Gaussian noise with standard deviation σ

ρSSD(f, g) = e− ||f−g||2
σ2 ∈ [0, 1].

Note that SSD does not require a support domain Ω to be defined, but
it easily generalizes to use one.

The use of the L2 norm makes SSD sensitive to outliers, e.g. visi-
bility outliers or bias and gain perturbations. A normalized variant of
SSD exists that helps mitigate some of these issues:

ρNSSD(f, g) = ||f − f̄

σf
− g − ḡ

σg
||2,

where f̄ is the mean of f and σf is the standard deviation of f . This
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version is equivalent to NCC:

ρNSSD(f, g) = ||f − f̄

σf
− g − ḡ

σg
||2 (2.4)

= ||f − f̄

σf
||2 + ||g − ḡ

σg
||2 − 2f − f̄

σf
· g − ḡ

σg
(2.5)

= 2(1 − (f − f̄) · (g − ḡ)
σf σg

) (2.6)

= 2(1 − NCC(f, g)) (2.7)

2.1.3 Sum of Absolute Differences

The sum of absolute differences (SAD) is very similar to SSD, but uses
an L1 norm instead of an L2 norm, which makes it more robust to
outliers

ρSAD(f, g) = ||f − g||1.

Similarly to SSD it is sensitive to bias and gain, so it is rarely used in
algorithms that match images with a wide variability in illumination.
It is however a very good measure for applications that can guaran-
tee similar capture conditions for the different images, e.g., real-time
applications or mobile applications.

2.1.4 Census

Census [206] is one of the best performers for stereo correspon-
dences [100]. Similarly to NCC, it is invariant to changes in gain and
bias, and requires an explicit support domain to be computed. As a
main difference from NCC, it does not use the intensity values them-
selves, but their relative order. Given a comparison operator

ξ(a, b) = 1 if a < b, 0 otherwise,

and a support domain Ω centered at p, census computes a bit string
that describes whether a pixel in the support domain is brighter or
darker than p

census(f) = ⊗q∈Ωξ(f(p), f(q)),
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where ⊗ is the concatenation operator. The census score is computed
as the Hamming distance of the two bit strings, which can be computed
as the L1 norm of their difference:

ρcensus(f, g) = |census(f) − census(g)|1,

with values in [0, N ], where N is the size of the domain Ω.
The main advantage of Census vs NCC is around depth boundaries,

where it has been shown that Census is more robust than NCC and
often outperforms it. Note that depth boundaries are an issue for any
photo-consistency measure that explicitly requires a domain like Census
or NCC. The reason is that, by definition, photo-consistency measures
assume the appearance in the domain is intrinsic to the object and, to
some extent, invariant to illumination and viewpoint changes. However
this assumption breaks at depth discontinuities because the domain
contains foreground and background objects.

Census is complementary to SAD. It provides bad scores for texture-
less regions, where SAD tends to give good scores, but with poor ac-
curacy. As a result, hybrid measures have been proposed [141] that
combine Census and SAD.

2.1.5 Rank

Rank was proposed at the same time as Census [206], and shares some
of its characteristics. Like Census, it is invariant to changes in bias and
gain and requires an explicit support domain to be computed. Unlike
Census, it is also invariant to rotation. Instead of summarizing the
values in the domain as a bit string, Rank summarizes the domain
by computing the percentile of the reference pixel w.r.t. all the other
values in the domain

rank(f) =
∑
q∈Ω

ξ(f(p), f(q)).

The rank score of two vectors f, g is computed as the absolute difference
of their ranks

ρrank(f, g) = |rank(f) − rank(g)|,
with values in [0, N ], where N is the size of the domain Ω.
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2.1.6 Mutual information

Mutual information (MI) was first used as an image similarity measure
by Viola and Wells [189]. Its main characteristic is that it is highly
invariant, in particular to any transformation that does not change the
amount of information of a signal, e.g., bijective mappings. As a result,
it is used whenever signals are expected to undergo complex transforms.
MI was particularly successful in the medical imagery community in
the context of multi-modal imagery alignment [138]. Although it has
been used in stereo algorithms [118, 98, 154], it is not a common mea-
sure since its invariance comes at the cost of degraded accuracy. Other
measures less invariant such as NCC or Census are typically preferred.

In information theory, the mutual information of two random vari-
ables X and Y is a measure of how dependent the two variables are:

MI(X, Y ) =
∑

x∈X,y∈Y

P (x, y) log P (x, y)
P (x)P (y) ,

where P (x, y) is the joint probability of X and Y , and P (x) and P (y)
are the marginals. In the context of image similarity, the mutual infor-
mation between two images (or image regions) measures how similar
the two images are, i.e., how well one image predicts the other image.
The photo-consistency measure is defined as

ρMI(f, g) = −MI(f, g).

The joint probability is estimated using a Parzen window method [151]

P (x, y) = 1
|Ω|

∑
q∈Ω

K(f(q) − x, g(q) − y),

where K(·, ·) is the particular 2d kernel being used, typically a Gaus-
sian, and the range of x, y is the range of the images being matched, for
instance, [0, 255] for gray scale images. P (x) and P (y) are obtained by
marginalizing the joint probability. Note that, compared to other sim-
ilarity measures, MI usually requires a large domain Ω so that P (x, y)
properly models the joint distribution. This requirement makes it only
useful in iterative methods where the geometry of the previous itera-
tion can be used to warp the images and compute a joint histogram
using larger image regions.
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2.1.7 Interval comparison

A SAD variant that is more robust to sampling was proposed by[39]
where, instead of comparing intensity values, the photo-consistency
compares min/max intensity intervals. For each image Ii, the min/max
interval image is computed by eroding/dilating the image with a given
radius r:

Imin
i (p) = min

q∈Nr(p)
Ii(q),

Imax
i (p) = max

q∈Nr(p)
Ii(q),

where Nr(p) is a ball of radius r centered at p. The radius r is typically
0.5 pixels. The definition of ρSAD is now changed to compare intervals
rather than values:

ρSAD(fmin, fmax, gmin, gmax) = max(0, gmin − fmax, fmin − gmax).

This measure is robust to small sampling offsets, up to radius r, and is
particularly useful near intensity boundaries, where small sampling er-
rors can introduce large intensity errors, for example, from calibration
errors. However, it also looses precision due to the clamping effect. Its
impact is most significant with high resolution images, where calibra-
tion errors can be relatively large.

Photo-consistency normalization

The photo-consistency values computed by the measures described
above are rarely used "as-is" in the later stages of MVS. Instead they
are usually transformed through a non-linear operation with two goals:
i) normalize different photo-consistency values to the same range, ii)
transform the original photo-consistency into something closer to "like-
lihood of geometry". Normalization is important for parameter tuning as
well as combining photo-consistency measures together, or with other
cues. Typical transforms include the “exponential”, “linear truncated”
and “smooth step” functions, see Figure 2.5. The normalization func-
tion also serves as a “black box” that transforms the particular photo-
consistency score into a geometry likelihood measure, i.e., it decides
the range of scores where there is likely to be 3D geometry.
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Figure 2.5: Different types of photo-consistency normalization functions. Left: ex-
ponential normalization fe(x) = 1 − e

− x2
σ2 . Middle: linear truncated normalization

fl(x) = min(1, x
xmax

). Right: smooth step normalization fs(x) = 3fl(x)2 − 2fl(x)3.

Of the three normalization functions enumerated above, the expo-
nential is the most theoretically sound and also the most common. It is
the optimal transform for SSD if the noise is assumed to be Gaussian
with no outlier component. Note however that pure Gaussian noise is
not realistic, which is why SAD is often preferable to SSD.

When considering an inlier/outlier noise model for the photo-
consistency score, the shape of the normalization function is expected
to be sigmoid-like, with two plateaus separated by a relatively steep
ramp, see Figure 2.5. The rationale behind it is that the steep slope
acts as the optimal threshold separating the inlier/outlier model. As an
example, for the case of SAD, typical inlier errors are less than 5 levels
(out of 255), while typical outlier values are above 10 levels. Once SAD
is above 10 levels, it does not matter if it is 20 or 30, both should give
a very low likelihood of geometry. Similarly, NCC values below 1√

2 are
typically considered not accurate enough and discarded.

2.1.8 Photo-consistency aggregation

Photo-consistency is a noisy measure and often filtered before being
used to compute 3D geometry. This additional filtering step is inde-
pendent of the support domain Ω used in the photo-consistency defini-
tion (2.1). Since the domain can also be seen as a form of aggregation,
the filtering step is most often used with measures that do not need a
support domain e.g., SAD. It is particularly important for algorithms
that are constrained by computation time and use local optimization
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Figure 2.6: Cost volume filtering, courtesy of [105]. Anisotropic filters such as
the bilateral filter [181] or guided filter [90] provide significantly better results than
simple approaches around color boundaries. (a) A close-up view of the green line
in the input image. (b) Slice of the cost volume (white/black/red: high/low/lowest
costs) for line in (a). (c-e) Cost slice smoothed along x and y-axes (y is not shown
here) with box filter, bilateral filter [181] and guided filter [90], respectively. (f)
Ground truth labeling.

methods [163] instead of expensive global optimization methods such
as graph cuts [122].

The most basic filtering step is to average the measure over a lo-
cal domain, for example, a square window of fixed size. In the case of
SAD, this is exactly equivalent to using the same window as the mea-
sure’s support domain Ω. More advanced filters exist that use spatially
varying domains [205]. In particular, recent state-of-the-art stereo algo-
rithms use weighted filters where, given a reference or guide image, the
weights of the filter are a function of the color difference between the
neighbor’s pixel color and the reference’s pixel color [157]. As a result,
the filter only averages together photo-consistency samples with corre-
sponding similar colors in the guide image. That is, it does not average
across color boundaries and thus provides better photo-consistency val-
ues near object boundaries. Figure 2.6 shows the difference between fil-
tering photo-consistency with a simple box filter (Figure 2.6.c) against
more advanced anisotropic filters (Figure 2.6.d and 2.6.e).
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Efficient implementations of anisotropic filters can be obtained with
fast implementations of the bilateral filter [181], for example, using a
permutohedral lattice [21] or with a guided filter [90]. The anisotropic
filter can also be implemented directly in the photo-consistency mea-
sure [141], but more often they are implemented as a stand alone fil-
tering step on the 3D volume containing the photo-consistency mea-
sure [105] (See Figure 2.6).

Although bilateral filters are the most common, other anisotropic
filters can be used for stereo such as a weighted median filter [137]. The
weighted median filter is more expensive to run, but it is more robust to
alignment errors between the cost volume and the guide, for example,
in the presence of boundary artifacts caused by severe occlusions.

2.1.9 Photo-consistency representation

The representation of photo-consistency is very related to the scene
representation of the MVS application (see Table 3.1). From its def-
inition in (2.1), photo-consistency is a volumetric quantity and can
thus be computed and stored as a 3D volume. However, due to effi-
ciency reasons, many applications do not store it as such. Some volu-
metric methods [101, 102, 94, 169, 129] are able to discretize the 3D
volume in an efficient way by using multi-resolution 3D grids where
more accuracy is available near the expected surface. Iterative applica-
tions [58, 154, 78, 55] compute the photo-consistency and its gradient
on the current geometry. Finally, some methods [74, 85] simply repre-
sent the 3D photo-consistency as a list of (position, photo-consistency)
pairs (pi, Ci), where the 3D photo-consistency is defined as

C(p) =
∑

i:|pi−p|<ε

Ci,

and ε is a predefined ball size. A particularly common variant of the
point representation is as a set of sparse depthmaps [175, 93, 80],
where each depthmap can be trivially converted to a point representa-
tion. The point representation can be particularly efficient and, in some
cases, be the final output of the MVS algorithm, as in [74]. It also high-
lights the tight relationship between computing photo-consistency and
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computing geometry. In the extreme case, one can see the geometry
and its attached confidence as a sparse definition of photo-consistency.

2.1.10 Popular choices

Processing time, image variability, and surface coverage are three im-
portant variables in the design of the photo-consistency measure, which
are dependent on the application from real-time MVS to cloud process-
ing of controlled sequences from airplanes. Some measures such as SAD
or SSD are extremely fast to compute and easily adapted to specialized
hardware such as GPUs [202, 101, 76, 142, 145]. Others are particularly
effective in the presence of bias and gain changes across the images, e.g.,
NCC and Census. Finally, the more images see the same piece of a sur-
face, the more strict the normalization of the photo-consistency can be
(See Section 2.1.7). Two photo-consistency measures that are particu-
larly popular are NCC and SAD. NCC is mainly used to match images
with varying lighting conditions and usually good coverage. SAD on the
other hand is used when the images are not expected to have bias or
gain changes, and coverage is low, e.g., two view stereo. Note that, even
when the illumination is constant and the camera response is known,
images can still show local gain changes due to the presence of non-
Lambertian materials. As a result, some techniques [141] combine SAD
with another measure such as NCC or Census.

2.2 Visibility estimation in state-of-the-art algorithms

All the photo-consistency measures described above assume a known
set of visible images to compute photo-consistency. However, in the gen-
eral case one does not know beforehand which images see what, since
the 3D geometry itself is unknown (See Figure 2.7). This leads to a de-
pendency loop where, in order to compute 3D geometry (by maximiz-
ing a photo-consistency measure), one needs the correct 3D-geometry
to select visible images for the photo-consistency computation. In the
following we will describe common approaches to break this loop.
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Figure 2.7: Occlusion problem. In order to compute geometry using photo-
consistency, the camera visibility is required. At the same time, in order to compute
the camera visibility, the geometry is required.

2.2.1 Space-carving for visibility estimation

The work of space carving [166, 128] was seminal in the proposal of
a theory of visibility consistency. Given a 3D volume partitioned into
a 3D grid of voxels, the volume is iteratively carved out by removing
voxels that are not photo-consistent. The main contribution of the work
was the proposal of a geometric constraint on the camera centers such
that there exists an ordinal visibility constraint on all the 3D voxels
in the scene. That is, starting from an initial bounding volume, one
can visit all the voxels in an order that guarantees that any potential
occluder voxel is always visited before its potential occluded voxel.

This property effectively solves the visibility issue as it provides a
voxel visiting order that guarantees that we never use an image where
the voxel being tested is occluded. The ordinal visibility constraint is
satisfied whenever no 3D point of the scene is contained in the con-
vex hull of the camera centers. This is a strong constraint, but there
are many useful capture configurations that satisfy this, for example,
when the camera centers lie on a 3D plane while the camera is looking
downwards, as commonly used to capture 3D geometry at large scale
by flying high-altitude airplanes or drones.
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Figure 2.8: Voxel coloring [166] results of Dinosaur toy and Rose. The objects were
rotated 360◦ below a camera. Left shows one of the 21 input images. Right shows
two different views of the reconstruction.

The photo-consistency measure used in space carving is a variant
of SSD for multiple views where the score is the variance of all the
intensities collected in the images that see a particular voxel. The sup-
port domain Ω is defined by the projection of the 3D voxel into a given
image. Figure 2.8 shows results obtained with this technique on two
different datasets.

In recent MVS methods, visibility is handled in a very different way
from the original space-carving work. State-of-the-art MVS methods
are able to handle millions of images, and visibility estimation is a crit-
ical step to achieve computational efficiency so that photo-consistency
is evaluated with a relatively small number of images for each location.
Visibility estimation for such large image collections typically happen
in two phases.

In the first phase, visibility is estimated coarsely by clustering the
initial set of images and reducing the large-scale MVS problem into a
sequence of small sub-problems [93, 79, 74, 69]. For instance, given a
single image, this step reduces the number of possible candidate images
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for photo-consistency evaluation from an order of millions to an order of
a few dozens. In the second phase, more fine-scale visibility estimation
is conducted per 3D point basis, often, as one reconstructs a scene with
an MVS algorithm.

2.2.2 Coarse visibility estimation via pose clustering

Coarse visibility estimation is at the core of how MVS algorithms scale
to millions of images, and can be massively parallelized. Given an ini-
tial set of images, early MVS algorithms [93, 79, 74] created a small
MVS problem for each input image i.e., each input image would be the
reference of a view cluster exactly once. This small MVS sub problem
can be formulated as a narrow-baseline stereo problem, because a view
cluster is relatively small, between 5 and 10 images, with the angle be-
tween the reference image and the neighboring images between 5 and
15 degrees.

The work of [79] was the first to use view clustering for large collec-
tions of unstructured imagery. It proposed to use the full SfM model to
drive view clustering by using the number of shared matches between
any two views as an indication of the overlap between the two views.
However, stereo performance is sensitive to other metrics such as base-
line or resolution, so they proposed a global cost function to rate a
candidate cluster

score(R, V ) =
∑

f∈FR∩FV

wb(f) · ws(f). (2.8)

R denotes the reference image, FV is the set of feature points observed
in view V , wb down-weights neighbor views with a small baseline w.r.t.
R, and ws encourages images with similar or higher resolution than
R. The cluster is initialized to the reference image R and the best
next view maximizing (2.8) is iteratively added to the cluster until the
maximum cluster size is reached.

As the number of images increases to millions, creating a narrow-
baseline stereo problem per input image becomes onerous and redun-
dant. As a result, a preliminary stage of view selection is needed to
remove redundant images and only keep the images that really make
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Figure 2.9: Large scale view clustering of internet images of the Colosseum [69].
Top: The first step of the algorithm is to merge SFM points to enrich visibility
information (SFM filter). Bottom: Sample results of the view clustering algorithm.
View points belonging to extracted clusters are illustrated in different colors.

a difference in the MVS framework and provide a good quality re-
construction. The work of [69] proposed an algorithm to minimize the
number of view clusters while guaranteeing a good reconstruction (See
Figure 2.9). In particular, it uses the SfM 3D points as a proxy for the
scene geometry and formulates the view selection problem as an con-
strained optimization problem. The algorithm minimizes the number
of clusters while guaranteeing that:

• No cluster is bigger than a certain maximum size, so that MVS
can run on each cluster.

• A large enough percentage of SfM points can be correctly recon-
structed by at least one cluster, i.e. the views in the cluster can
triangulate the point with enough accuracy.

2.2.3 Fine-scale visibility estimation

Fine-scale visibility estimation requires a detailed 3D model to handle
occlusions properly and it is a core problem for any MVS reconstruction
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algorithm (See Figure 2.7). One popular approach is to use the current
reconstructed geometry to compute occlusions (e.g., a z-buffer testing),
select which views see which parts of the geometry, and iterate visibility
estimation and reconstruction. This iterative approach assumes there
is an initial geometry that is being refined [58, 175, 154, 78, 56, 55].
Therefore, the main disadvantage of these methods is that they depend
on a good initialization. If the initialization is not accurate, they can
easily get stuck in a local minimum. For this reason, iterative methods
are often used as a refinement step, once an initial coarser solution is
available, e.g. from a volumetric fusion approach [193].

Another popular solution is to rely on robust photo-consistency
statistics without explicitly estimating occlusion. An intuition is that
“bad” photographs would yield poor photo-consistency measures,
whose effects can be suppressed by the use of robust statistics if there
are enough “good” images present. The exact choice and usage of ro-
bust statistics is algorithm dependent, see Chapter 3 for more details.
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Algorithms: From Photo-Consistency to 3D

Reconstruction

In this chapter we will provide details of recent popular multi-view
stereo (MVS) algorithms that reconstruct 3D geometry by using photo-
consistency functions in Chapter 2. There are many factors that differ-
entiate MVS algorithms, such as the photo-consistency function, scene
representation, visibility computation, and initialization requirements.
Therefore, it is not an easy task to come up with a single classifica-
tion. In this article we use the output scene representation as an axis
of taxonomy, because it often determines the range of possible applica-
tions. Interested readers are referred to [165] for other useful ways of
categorizing MVS algorithms.

Figure 3.1 illustrates four popular output scene representations that
are used by modern MVS algorithms: a depthmap(s), a point cloud,
a volume scalar-field, and a mesh. For each representation, a recon-
struction example by a state-of-the-art algorithm is shown. Note that
a point cloud reconstruction is visualized by a point-based rendering
technique [160, 83], which may exhibit an appearance of a complete
texture-mapped mesh model, but they are just independent 3D points
with colors. Volume scalar-fields are often used in Computer Vision
and Computer Graphics to represent a 3D surface, where a common

39
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Figure 3.1: MVS algorithms can be classified based on the output scene represen-
tation. The four popular representations are a depthmap(s), a point cloud, a volume
scalar-field, and a mesh. Note that a point cloud is very dense and may look like a
textured mesh model, but is simply a collection of 3D points. Reconstruction exam-
ples are from state-of-the-art MVS algorithms presented in [48], [74], [94], and [93]
respectively, from top to bottom.

convention is to treat the scalar-field as a (signed) distance function
field from a surface. The surface can be extracted as a zero iso-surface
of the function field.
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Figure 3.2 illustrates the relationships of MVS reconstruction steps
as well as the intermediate/final geometry data types. Many MVS al-
gorithms focus on a single reconstruction step, while others combine
multiple steps to form a pipeline. This diagram explains most MVS
algorithms or systems, while one exception is an approach that recon-
structs a mesh directly from the photo-consistency volume via the volu-
metric fusion [190, 102]. In this approach, the photoconsistency volume
serves as the replacement of the depthmaps or the point clouds.

There are certain reconstruction techniques that have been explored
in the past but are not listed here. For example, level-set was once a
popular technique for MVS due to its ability to handle topological
changes [58]. A typical reconstruction procedure was to initialize then
refine a model, where the topology of the initial reconstruction can
be incorrect. However, level-set is not popular for MVS reconstruction
any more, because better initialization or reconstructions techniques
have been developed, as seen in this chapter, and high quality models
with correct topology can be directly computed from photo-consistency
functions without the refinement steps. Similarly, in early days, many
algorithms initialized meshes based on the visual hull [35]. However,
they are not popular any more either, because silhouette extraction is
often a tedious manual procedure, and visual hull is not an effective ap-
proximation or simply impossible for many scenes with a lot of concave
structure. The development of better initial reconstruction technique
is also the reason as above 1.

1There exist fully automated silhouette extraction algorithms for scenes where
there is a clear separation between an object and a background [47, 49, 50]. However,
they are outside the scope of this article and details are referred to those papers.
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Table 3.1: A scene representation determines the range of available applications.
The table shows four popular scene representations in rows and three popular ap-
plications or post-processing usages in columns.

3D Representations and Applications

Table 3.1 summarizes the availability of the four scene representations
for three popular applications. The major use of 3D reconstruction is
for Graphics applications (i.e., visualization), and the table lists two
different types of visualization applications.

View-dependent texture-mapping techniques change the images
used for texture mapping depending on the view of the rendering cam-
era. This technique yields immersive visualization experiences, as the
rendering is primarily based on real photographs and can convey even
complex real photometric effects such as specular highlights or trans-
parency/translucency, which are difficult to model [54, 68, 170]. Google
Streetview [81] is a good example of view-dependent texture map-
ping. However, the rendering camera has to be near an input image
to avoid rendering artifacts, and the motion of the rendering camera is
severely limited by the coverage of the input photographs. A depthmap
representation is particularly effective for the view-dependent texture
mapping, because its geometry can be optimized for rendering per
view [127]. The sky often poses challenges for outdoor scene visual-
ization, because its geometry is not well defined and cannot be re-
constructed. The depthmap representation allows one to generate a
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geometric proxy for the sky per view for better rendering. This is not
easy for a mesh, a point cloud, or a voxel, whose definitions are usually
independent of the views.

Free-viewpoint rendering, on the other hand, allows one to move
freely in the space, which serves better for navigation and exploration
purposes. Google Earth is a good example of free-viewpoint render-
ing. However, the rendering is usually view-independent and lacks re-
alism. For this task, a mesh or a point cloud is naturally more suitable.
Texture-mapped MVS meshes have been successfully used in real prod-
ucts for outdoor city visualization [30, 108, 144]. Point based rendering
techniques have been extensively studied in the Computer Graphics lit-
erature [83]. High quality visualization results have been demonstrated
for high fidelity MVS point clouds or depthmaps, which can be treated
as a point cloud [69, 117, 104]. However, relatively small amount of
work exist for the point-based rendering of MVS point clouds. MVS
point clouds often suffer from severe noise and large reconstruction
holes, and the rendering quality may degrade significantly.

The last application is the geometry manipulation. This is getting
more and more important, as MVS techniques evolve and make it pos-
sible to reconstruct complex and large scenes. The handling of multiple
MVS reconstructions are necessary to complete a model of a scene. A
mesh representation faces challenges for this task, as it is often difficult
to control the topology of the mesh through the merging and splitting
operations, then enforce the manifoldness.

In Figure 3.2, polished voxels (volumetric scalar-field) and mesh are
at the bottom of the diagram. However, this may not be the goal of
every MVS system. For example, if view-dependent texture mapping is
the application, one should simply pick a depthmap reconstruction al-
gorithm. If free-viewpoint rendering is the application, one can conduct
point-cloud reconstruction from images, then can use a point-based ren-
dering technique for an application without running any of the other
steps in the diagram. Of course, a high-quality polygonal mesh model is
often a preferred scene representation, and all the processing converges
to the mesh reconstruction in the diagram.
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Evaluations

MVS researchers have conducted quantitative evaluations to verify
the accuracy of MVS algorithms [165, 176]. Seitz, Curless, Diebel,
Scharstein, and Szeliski set up a foundation for MVS quantitative eval-
uation in 2006 [165], which evaluated MVS algorithms on two object
datasets with low resolution (640 × 480) images, that were carefully
acquired in a lab environment with fully controlled lighting. This eval-
uation is known as the Middlebury MVS evaluation. Although the use
of low resolution images may not reflect the existence of high resolu-
tion digital cameras in modern consumer markets, it has the advantage
of minimizing the influence of calibration errors: Higher image resolu-
tion requires more accurate and repeatable mechanical device (e.g., a
robot arm). A few years later, Strecha, Hansen, Van Gool, Fua, and
Thoennessen published complementary MVS benchmark datasets and
evaluation system that focus on outdoor scenes and high resolution in-
put images, which reflects the trend and needs of MVS research [176].
Many algorithms recorded impressive numbers in reconstruction ac-
curacy (e.g., 0.5mm accuracy within a 20cm volume from 640 × 480
images) and also produced qualitatively compelling 3D models includ-
ing all the state-of-the-art algorithms presented in this chapter.

One missing evaluation is the visual quality of the reconstructed
models. The Middlebury MVS evaluation has revealed the fact that
the pure geometric quantitative metrics do not always reflect the visual
quality of the models. In other words, models with clear visual artifacts
sometimes achieve better geometric accuracy. Recent MVS algorithms
produce visually high quality 3D models beyond being geometrically
accurate [164, 167]. Future MVS evaluations should potentially take
into account both the geometric accuracy and the visual quality.

We now provide details of MVS reconstruction algorithms for each
of the four output scene representations.

3.1 Depthmap Reconstruction

Depthmap scene representation is one of the most popular choices due
to the flexibility and scalability. Suppose one is given tens of thousands
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of images and camera parameters as input. One can simply reconstruct
a depthmap for each input image, maybe after finding a small number
of neighboring images to be used together for photo-consistency eval-
uation. By treating a depthmap as a 2D array of 3D points, multiple
depthmaps can be considered as a merged 3D point cloud model al-
ready. This processing is simple and easily scalable to a large number
of images.

Depthmap reconstruction in MVS is usually performed under a nar-
row baseline assumption, and its formulation is the same as the tra-
ditional two view stereo [162]. The method takes a set of images with
camera parameters, discretizes the valid depth range into a finite set of
depth values, then reconstructs a 3D geometry for a reference image.
Uniform depth sampling may suffice for simple and compact objects.
However, for complex and large scenes, a proper sampling scheme is
crucial to achieve high speed and quality. Researchers proposed per-
spectively corrected or logarithmic parameterization to sample depth
values, where details are referred to the papers [203, 104, 75].

However, MVS depthmap reconstruction algorithms tend to be sim-
pler than their two view stereo counterparts, because there are often a
lot more images and thus more redundancy. In other words, in the con-
text of MVS, the completeness of a single depthmap is not important
as long as the merged model is accurate and complete.

In the remainder of this section, we describe the details of several
representative MVS depthmap algorithms, then talk about a few more
advanced techniques.

3.1.1 Winner-Takes-All Depthmaps

Suppose one is given a reference image, whose depthmap is to be com-
puted, a set of neighboring images, and a range of depth values that
should contain a scene to be reconstructed. A simple depthmap recon-
struction algorithm is to evaluate photo-consistency values through-
out the depth range, and pick the depth value with the highest
photo-consistency score for each pixel independently. This process is
called “Winner-takes-all” strategy. Figure 3.3 illustrates the process,
where the Normalized Cross Correlation (NCC) is used as the photo-
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Figure 3.3: Winner-takes-all strategy for depthmap reconstruction. The figure il-
lustrates a process to estimate a depth value for a pixel highlighted by a black
rectangle in the left image. The global maximum of the photo-consistency function
such as the NCC score is chosen to be the reconstructed depth for the pixel.

consistency measure, and is expected to have a peak at the correct
depth. The full algorithm description is given in Algorithm 1. In ad-
dition to the depth value with the highest photo-consistency, the al-
gorithm often evaluates a confidence measure so that low-confidence
depth values can be ignored or down-weighted in the later model merg-
ing step [106]. This simple algorithm works surprisingly well and was
first demonstrated by Hernández and Schmitt [93]. Various improve-
ments have been made, and we now turn our attention to more sophis-
ticated methods in the following sections.
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Algorithm 1 Simple depthmap estimation algorithm
1: procedure SimpleDepthmap(Iref ,N(Iref ),D)
2: // Iref : reference image
3: // N(Iref ): neighboring images of Iref

4: // D: depth range
5: for all p ∈ Iref do // p: pixel
6: Cbest ← −∞
7: for all d ∈ D do
8: if C(p, d) > Cbest then
9: Cbest ← C(p, d)

10: dbest ← d

11: fbest ← F(p, d) // confidence value
12: end if
13: end for
14: return (p, dbest, fbest)
15: end for
16: end procedure

3.1.2 Robust Photo-Consistency Depthmaps

While Algorithm 1 works fairly well, there is no guarantee in general
that the appearance in a matching window is unique across the sur-
face of an object. A larger window size more likely leads to unique
matches. However, the associated peak will be broader and less well
localized, reducing the accuracy of the depth estimate. Occlusions and
non-Lambertian photometric effects such as specular highlights also
add noise to the photo-consistency function. Therefore, simply taking
the average of such scores as in (2.3) may not work well (See Figure 3.4).
Vogiatzis, Hernández, Torr, and Cipolla [190] proposed a robust photo-
consistency function to overcome these challenges. More concretely,
given photo-consistency curves at a pixel, which are calculated between
a reference image and each of the nearby images, the algorithm first
identifies local maxima from all the photo-consistency curves. Let dk

be the depth and Ck be the corresponding photo-consistency score of
such kth local maximum. Then, the robust photo-consistency function
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Figure 3.4: Robust photo-consistency function by Vogiatzis, Hernández, Torr, and
Cipolla in the depthmap estimation framework [190], which is a sum of kernel func-
tions (e.g., Gaussian) at major local maxima. The six photo-consistency curves be-
tween a reference image and the six nearby images are plotted in red. Curves from
occluded viewpoints (such as the top-right image) do not have an optimum in that
location and hence a simple averaging of the curves (dashed line) does not work.

CR(d) is constructed using a Parzen window [151] approach as:

CR(d) =
∑

k

CkW (d − dk), (3.1)

where W is a kernel function such as a Gaussian function [190]. The
effects of this step are illustrated in Figure 3.4: the simple average
selects the wrong depth as the global maximum, while the robust photo-
consistency successfully suppresses outliers. Figure 3.5 illustrates how
the noise in photo-consistency can be reduced by such improvements.
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Figure 3.5: Noise reduction in photo-consistency. Left: a slice of the photo-
consistency used in [191] contains falsely photo-consistent regions (e.g. near the
corners). Middle: robust photo-consistency proposed in [93] significantly suppresses
noise and the correct surface can be accurately localized. One side of the vertical
wall is missing due to heavy occlusions. Right: MRF formulation and optimiza-
tion enforces spatial consistency for further improvements [48]. The vertical wall is
correctly represented.

Another much simpler yet effective approach is to ignore photo-
consistency scores that are below a certain threshold. Goesele, Curless,
and Seitz simply compute the average of pairwise photo-consistency
scores after ignoring values below a certain threshold [80]. While such
thresholding is a very sensitive operation, and results severely de-
pend on the parameter selection in general, NCC for photo-consistency
is known to be surprisingly robust and stable across different input
data. Therefore, a constant value is often used to threshold the NCC
score. Similar handling of photo-consistency function is employed in
the point-cloud reconstruction framework, where details are referred to
Section 3.2.1.

Reconstruction results of a winner-takes-all depthmap algorithm
with a robust photo-consistency function by Goesele, Curless, and
Seitz [80] are given in Figure 3.6. The top row shows a sample refer-
ence image at the left, and two reconstructed depthmaps with different
thresholds on the depth confidence at the right. A depth estimate of
a pixel is discarded when the confidence estimate is below the thresh-
old. The threshold is tighter (higher) for the left depthmap, and hence,
there is less noise but more holes are observed. Note that a depthmap
is usually visualized as an image by converting an estimated depth
value into a valid image intensity. However, in this figure, a depthmap
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Figure 3.6: Reconstruction results by Goesele, Curless and Seitz [80]. The first
row shows a reference image and two depthmaps with different thresholds for the
robust photo-consistency evaluation. The second row shows that even though a
single depthmap may contain many holes, multiple depthmaps can be merged into
a complete 3D model. (Figure courtesy of Goesele et al.)

is visualized as a shaded polygonal model, which was obtained via a
simple volumetric fusion technique [52] (See Section 3.3). The dataset
consists of twenty four images, and they reconstructed twenty four
depthmaps, then merged them into a single polygonal model by the
same fusion technique, whose results are shown at the bottom row. A
single depthmap is very noisy and contains many holes, but the merged
model becomes much cleaner and exhibits less reconstruction holes. The
effects of the number of input images on the reconstruction quality are
shown in Figure 3.7. With more than 300 images, the temple model
becomes complete, while the dino model still has some holes due to
homogeneous textures, which make photo-consistency evaluation more
challenging.
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Figure 3.7: The effects of the number of input images after depthmap merging for
the two datasets. The algorithm by Goesele, Curless, and Seitz is used [80]. (Figure
courtesy of Goesele et al.)

3.1.3 MRF Depthmaps

Despite the use of the robust photo-consistency function in the previous
section, the peak of a photo-consistency curve may not correspond to
the true depth in challenging cases. In the presence of severe occlusions,
there may not exist a corresponding match in most other images. A
standard solution for these problems is to enforce spatial consistency,
under the assumption that neighboring pixels have similar depth values,
where Markov Random Field (MRF) is a very popular and successful
formulation for the task. The MRF depthmap formulation [120] can be
seen as a combinatorial optimization problem, where an input depth
range is discretized into a finite set of depth values. The problem is
then to assign a depth label kp from the label set to each pixel p, while
minimizing the following cost function:

E({kp}) =
∑

p

Φ(kp) +
∑

(p,q)∈N
Ψ(kp, kq). (3.2)

The first summation is over all the pixels in the image, while the
second summation is over all the pairs of neighboring pixels denoted
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as N . Neighboring pixels are often defined via 4-neighborhood or 8-
neighborhood systems. In the former, a pixel is connected to the hori-
zontal and vertical adjacent pixels. In the later, adjacent diagonal pixels
are connected in addition. The 4-neighborhood system has less inter-
action terms and is cheaper, but may suffer more from discretization
artifacts. The following sections discuss the formulation of the unary
potentials Φ(·) and pairwise interaction potentials Ψ(·, ·).

Unary Potentials

The unary labeling cost reflects the photo-consistency information,
where the cost should be set inversely proportional to the photo-
consistency score. Exact definition of the unary cost varies. However,
suppose NCC is the choice of photo-consistency function, whose score
is guaranteed to be in the range [−1, 1]. Then, the unary cost can be
defined as the following truncated linear loss function:

Φ(kp = d) = min(τu, 1 − C(p, d)). (3.3)

τu is a cut-off threshold. Of course, another arbitrary robust function,
such as Huber loss or Cauchy loss, can be used instead.

Pairwise Interaction Potentials

The pairwise cost enforces the spatial regularization and is set to be
proportional to the amount of depth discrepancy at neighboring pixels,
so that neighboring pixels have similar depth values. The definition of
the pairwise cost also varies, but a simple implementation can be given
below again as a truncated linear loss function to avoid penalizing the
depth discontinuity too much:

Ψ(kp = d1, kq = d2) = min(τp, |d1 − d2|). (3.4)

Optimization

The problem of the form (3.2) is in general an NP-hard problem, but
there exist many efficient approximations, in particular, when the pair-
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wise cost at every pair of neighboring pixels satisfies the following sub-
modularity condition [122]:

Ψ(α, α) + Ψ(β, γ) ≤ Ψ(β, α) + Ψ(α, γ). (3.5)

For submodular functions, one of the most popular techniques is called
alpha-expansion [122, 45, 44], which repeatedly solves max-flow min-
cut algorithm to improve label assignments.

Fortunately, the submodularity condition holds true for many stan-
dard pairwise terms. More concretely, as a distance metric, Ψ(α, α)
should be 0, because both labels are the same. Then, the remaining
conditions becomes a triangular inequality:

Ψ(β, γ) ≤ Ψ(β, α) + Ψ(α, γ). (3.6)

The smoothness prior is usually defined as a distance metric, and sat-
isfies this triangular inequality 2. Examples of such metrics are linear,
truncated linear, or Cauchy loss functions. However, quadratic or Hu-
ber loss functions are not submodular, because the quadratic function
does not obey the triangular inequality. Note that unlike the pairwise
cost, there is no restriction in the unary potential, and can be arbi-
trarily set. MRF is a popular formulation for many other Computer
Vision problems as well, and more details on MRF can be found in the
following articles [114, 179].

3.1.4 Multiple Hypothesis MRF Depthmaps

Campbell, Vogiatzis, Hernández, and Cipolla extended the standard
MRF formulation in the previous section to further improve results [48].
Instead of using blindly discretized depth values as possible label set
for an entire image, their algorithm extracts local maxima from photo-
consistency curves for each pixel, then the MRF formulation is used to
assign the depth of one of such local maxima to each pixel. Therefore,

2Submodularity optimization is a hot research topic in machine learning com-
munity, where the submodularity describes a mathematical property of a general
set function. However, in Computer Vision, submodularity is often used to describe
a property of an objective function of a multi-labeling combinatorial optimization
problem. They are mathematically equivalent but treated in a very different way in
the two communities.
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different pixels have different label sets. They also allow the “unknown”
label to indicate that no correct depth can be estimated in certain
cases. In this situation, they acknowledge that the depth at this pixel
is unknown and should therefore offer no contribution for the surface
location. This process means that the returned depth map should only
contain accurate depths, estimated with a high degree of certainty.

The process consists of two phases: 1) extraction of depth labels;
and 2) MRF optimization to assign extracted depth labels. We now
describe the details of the algorithm.

Depth Label Extraction

The first phase is to obtain a hypothesis set of possible depths for each
pixel p in a reference image Iref . After computing a photo-consistency
curve within a depth range between Iref and each of the neighboring
images, they store the top K peaks {di(p)|i ∈ [1, K]} with the greatest
scores from all the curves. NCC is the photo-consistency function. As
described before, another key feature of the algorithm is the inclusion
of an unknown state U , which is to be selected when there is insufficient
evidence. Therefore, for each pixel, they form an augmented depth label
set {{di(p)}, U}.

MRF Optimization

Depth label assignment is formulated as a MRF, where each pixel has
a set of up to (K + 1) labels. The first K labels, fewer if an insuffi-
cient number of peaks were found during the label extraction stage,
correspond to the peaks in the photo-consistency function and have
associated depths di(p) and scores C(p, di(p)). The final state is the
unknown state U as described before.

The unary cost is straightforward. We wish to penalize local max-
ima with lower matching scores, since they are more likely to correspond
to an incorrect match. They take an inverse exponential function to
map this score to a positive cost [190], while a constant penalty ΦU
is imposed for the unknown state to avoid assigning depth values that
have poor photo-consistency and do not have pairwise support from
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Figure 3.8: Illustration of the MRF optimization applied to neighboring pixels.
Existing methods return the maximum peak which results in outliers in the depth
estimate. The MRF optimization corrects an outlier to the true surface peak (a)
and introduces an unknown label at the occlusion boundary (b). (Figure courtesy
of Campbell et al.)

neighboring pixels:

Φ(kp = x) =
{

exp [−β · C(p, x)] If x ∈ {di(p)}
ΦU If x = U .

(3.7)

The pairwise term enforces spatial regularization. There are two
types of labels (depths and the unknown state), and the pairwise cost
is defined in the following 4(= 2 × 2) cases:

Ψ(kp = x, kq = y) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2 |x−y|

(x+y) If x ∈ {di(p)}, y ∈ {di(p)}
ΨU If x = U , y ∈ {di(p)}
ΨU If x ∈ {di(p)}, y = U
0 If x = U , y = U

(3.8)

In the first case above where both labels are depth values, the cost
simply measures the amount of discrepancy as in (3.6). Note that the
discrepancy is normalized by the average of the depth values to make it
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less scale dependent. In the second and the third cases where one of the
labels is the unknown state, the constant penalty is imposed to prevent
frequent switches between depth labels and the unknown state. In the
last case, both labels are the same unknown state and the penalty is
set to 0 to favor the spatial consistency.

The pairwise cost is unfortunately not submodular in this formula-
tion, because depth labels are extracted for each pixel independently,
and the meanings of the ith label are arbitrarily different for different
pixels. For example, Ψ(di(p), di(q)) is 0 in the standard MRF formu-
lation (3.6), because di(p) and di(q) are pixel-independent and corre-
spond to the same depth value. However, that is not the case in this
formulation. Therefore, alpha-expansion is not applicable, but message
passing algorithms such as loopy belief propagation (LBP) [204] and
tree-reweighted message passing (TRW) [194], which are other popu-
lar optimization techniques for MRF, can be used. In particular, TRW
has been successfully applied to solve many Computer Vision problems
including depthmap reconstruction [123, 179], and is used in their work.

Figure 3.8 illustrates the photo-consistency curves and the loca-
tions of their local maxima at ten contiguous pixels across an occlusion
boundary. Notice that the unknown label is assigned to a pixel at the
occlusion boundary (sixth pixel from the top), where the spatial reg-
ularization is enforced to assign a correct depth label even where the
global maximum of the curve corresponds to a false depth (fourth pixel
from the top). Figure 3.9 lists more experimental results together with
some intermediate reconstructions for evaluation. As the figure illus-
trates, a single depthmap contains holes both at the pixels where the
unknown state label is assigned, and at the surface regions that are not
visible in the reference image. However, it is important to only recon-
struct regions with high confidence to minimize the presence of noise
in the following merging step. Figure 3.9g illustrates that the model
becomes near complete in the superimposition of only two depthmaps.
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Figure 3.9: Results of the hypothesis depthmap algorithm by Campbell, Vogiatzis,
Hernández, and Cipolla [48]. Two neighboring images are combined with the refer-
ence image (a). If the NCC peak with the maximum score is simply taken, as in [93],
(b) is obtained. The result of the algorithm (c) shows a significant reduction in noise.
Unknown state has also been used to denote clearly occlusion boundaries and re-
move poorly matched regions. The number of the correct surface peak returned,
ranked by NCC score, is displayed in (d) where dark red indicates the peak with the
greatest score. The rendered depth-map is shown in (e) along with the neighboring
depth-map (f) with (g) showing the two superimposed. The final reconstruction (h)
for the sparse temple sequence (16 images) of [165]. (Figure courtesy of Campbell
et al.)
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3.1.5 More Depthmap Reconstruction Algorithms

Numerous depthmap reconstruction algorithms have been proposed in
the past in addition to what are described in the previous sections. This
section introduces a few more important algorithms and techniques in
the literature.

Real-Time Plane Sweeping Depthmap Reconstruction

Depthmap reconstruction is not a computationally cheap operation as
the photo-consistency function needs to be evaluated over multiple im-
ages at every single pixel and at every single hypothesized depth. How-
ever, Gallup, Frahm, Mordohai, Yang, and Pollefeys demonstrated that
real-time execution is possible with a clever use of GPU [76]. The al-
gorithm is called “Plane Sweeping Stereo”, because it sweeps a family
of parallel planes in a scene, projects images onto a plane via planar
homographies, then evaluates photo-consistency values on each plane.
A depth value at each pixel is chosen by the “winner-take-all” strategy,
where there are two key features in the algorithm.

First, on the algorithm side, as shown at the bottom row of Fig-
ure 3.10, it sweeps along multiple directions, which are extracted from
a scene, so that the sweeping directions follow scene structure to be
reconstructed. Most algorithms assume that a surface is front-parallel
with respect to a reference image to evaluate photo-consistency, which
is equivalent to sweep planes along a single fixed direction. As the
top row of Figure 3.10 shows, when a scene surface does not follow the
plane orientation, correlation windows in different images do not match
exactly on the plane. On the other hand, when a scene surface is on
the plane, exactly the same 3D surface region projects onto the corre-
lation windows, yielding accurate photo-consistency evaluation. Each
sweeping direction produces a depthmap, and multiple depthmaps are
merged to produce the final result (See the paper [76] for more details).
This strategy is particularly effective for urban scenes where there of-
ten exist a few dominant (e.g., Manhattan) directions, which can be
extracted from sparse 3D point cloud reconstructed by the SfM sys-
tem.
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Figure 3.10: Plane sweeping stereo algorithm by Gallup, Frahm, Mordohai, Yang,
and Pollefeys [76]. Top: photo-consistency evaluation becomes the most accurate
and exact when the sweeping plane direction aligns with the surface orientation.
Bottom: multiple sweeping directions are extracted from an SfM point cloud, and
used for the stereo algorithm. (Figure courtesy of Gallup et al.)

The second key difference is the efficient GPU implementation of
image reprojection and photo-consistency evaluation, which achieves
real time performance. More concretely, reprojection of an image tex-
ture onto a sweeping plane follows planar homography, which is a stan-
dard rendering procedure and can be efficiently executed on GPU. After
collecting reprojected texture images, the photo-consistency evaluation
can also be executed on GPU per pixel. The photo-consistency function
used in the original paper was gain-corrected sum of squared differences
(SSD). The system was demonstrated on video sequences recorded by
the same camera under roughly the constant illumination condition for
each sequence, which is one reason why SSD is still effective and the
use of more expensive functions such as NCC is not critical.

A dual-core AMD Opteron processor at 2.4GHz and an NVidia
GeForce 8800 series GPU were used to process 512×384 video streams
collected at 30 frames per second. Each depthmap computation is per-
formed with 7 images and 48 sweeping planes, which takes only 24 mil-
liseconds. After reconstructing a per-frame depthmap, the system has
a step to merge all the depthmaps into a mesh model. The details are
referred to their paper [76], while we cover popular fusion techniques in
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Figure 3.11: Streetside reconstructions by plane sweeping stereo algorithm by
Gallup, Frahm, Mordohai, Yang, and Pollefeys [76].

Section 3.3. Figure 3.11 shows several street-side reconstructions by the
proposed system. Their largest dataset consists of 170,000 frames, and
the system generated nearly 30 billion (≈ 512×384×170, 000) 3D points
based on a simple calculation, ignoring high redundancy and holes in
the reconstructions, whose scale is nonetheless much larger than those
of competing methods at the time of the publication (2007).

Second Order Smoothness

MRFs have been successfully used in various depthmap reconstruction
algorithms as well as many other Computer Vision tasks that can be
discretized into a relatively small number of labels. A typical smooth-
ness prior acts on a pair of pixels, and tries to minimize the depth
difference at the two pixels. In the depthmap reconstruction frame-
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The effects of the second order smoothness prior are illustrated in
Figure 3.12 for synthetic and real examples. In the top synthetic ex-
ample, most structure is piece-wise planar and is not reconstructed
well by a standard method (i.e., 1st order prior), which produces piece-
wise front-parallel surfaces instead. Their algorithm succeeded in re-
constructing most piece-wise planar surfaces as expected. The bottom
real example is a case where most structure is curved and not really
piece-wise planar. Nonetheless, their reconstruction result is much more
accurate than that of the standard method, because piece-wise planar
smoothness prior is much more flexible and follows more closely curved
surfaces in contrast to the front-parallel smoothness prior. The stan-
dard method suffers from stair-casing artifacts at many places.

3.2 Point-cloud Reconstruction

We have seen in the previous section that multiple depthmaps have
been a very popular scene representation and that it is scalable to a
larger scene, as the core reconstruction task is still a single depthmap
estimation. While depthmaps suffice for various interesting applications
such as scene analysis and visualization, their main problem is how to
merge them into a global 3D model. There exist many different tech-
niques that merge multiple depthmaps [52, 76, 94, 142, 153, 207]. Their
effectiveness depends on the type of noise present in the depthmap.
Densely sampled images can substantially improve reconstruction qual-
ity at challenging places such as thin structures and depth discon-
tinuities [117]. However, the depthmap quality tends to degrade sig-
nificantly at depth discontinuities and occlusion boundaries. Such low
quality 3D estimates need to be filtered out or suppressed in the process
of model merging. Similarly, in a large scene, the same surface region
could be visible in many cameras, some of which may be very far. The
accuracy of depthmap estimates is typically inversely proportional to
the distance to the surface, and depthmap estimates from far cam-
eras need to be again filtered out or suppressed, even at the absence
of depth discontinuities or occlusions [65, 69]. Researchers explored
ways to estimate multiple depthmaps simultaneously while enforcing



64 Algorithms: From Photo-Consistency to 3D Reconstruction

geometric consistency across multiple images [121, 174, 177]. However,
these approaches tend to make the optimization problem very large
and computationally expensive.

Point-cloud or patch based surface representations overcome these
difficulties since they reconstruct a single point-cloud 3D model by
using all the input images, while keeping the advantage of easy model
manipulation such as merging and splitting. Note that a 3D point with
a surface normal estimation or a local region support is referred to as
an oriented point or a patch.

A common characteristic of point-cloud reconstruction algorithms
is that they make use of an spatial consistency assumption and grow
or expand the point-cloud on the surface of the scene during the re-
construction process, as opposed to reconstructing each point indepen-
dently. This expansion or region-growing idea is not unique in MVS,
and has been exploited in many other computer vision tasks such
as feature matching, segmentation, and recognition [149, 126, 60]. In
the MVS context, Lhuillier and Quan proposed an early work, where
patches are expanded in a greedy fashion [132]. Habbecke and Kobbelt
also proposed a similar algorithm that iteratively expands patches to
reconstruct an object [85]. Similar ideas would be later exploited in
the two-view stereo setting for a depthmap reconstruction. Notably,
“PatchMatch Stereo” is a successful algorithm [40], which randomly
initializes depth values, then refines them based on the local propaga-
tion and the random search strategies. Their source of inspiration comes
from the “PatchMatch” algorithm [34], which was originally developed
for general image matching.

This article focuses the description of the point-based reconstruc-
tion to the work by Furukawa and Ponce [74] 3. The algorithm also
follows a greedy expansion approach, but one key difference is that it
iterates between the expansion and the filtering steps after reconstruct-
ing an initial seed of patches via feature matching. The filtering step

3Their open-source software “Patch-based Multi-View Stereo” (PMVS) has been
extensively used by diverse communities, including artists, civil engineers and ar-
chaeologists for academic purposes, as well as corporate companies such as Industrial
Light & Magic and Weta Digital for real film production and Google for digital map
making.
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Figure 3.13: Left: a patch p is a (3D) rectangle with its center and normal denoted
as c(p) and n(p), respectively.

analyzes consistency of patches across all the views and removes falsely
reconstructed ones. We will first explain several fundamental building
blocks for the algorithm, then provide details of the three processing
steps, namely, initial feature matching, expansion and filtering. Note
that a simplified version of the algorithm is described in this article to
be concise, and the full details are referred to their journal paper [74].

3.2.1 Key Elements

The output of their algorithm is a set of patches for an entire scene,
and this section explains their image-based data structure to keep track
of reconstructed patches, and the patch model/optimization technique
that directly estimates both the depth and the surface normal.

Patch Model

A patch p is essentially a local tangent plane approximation of a sur-
face, whose geometry is determined by its center c(p) and unit normal
vector n(p). Therefore, while a typical photo-consistency function only
takes the position as an input for the evaluation, one can extend the
function to take both the position as well as the surface normal as in-
put. The photo-consistency function is simply evaluated by using the
patch as a proxy geometry to sample pixel colors (See Figure 3.13).
While NCC is the core metric as in many other algorithms, they apply
a robust function to the NCC score to make their photo-consistency ro-
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Figure 3.14: A robust function is applied to the raw NCC score. The curve shows
that an NCC score below 0.4 is automatically ignored, where it has more effects
(slope in the curve) when its value is closer to 1.0.

bust against outlier signals (See Section 3.1.2 for a similar robust photo-
consistency technique). Let C denote the NCC score, then the robust
photo-consistency is defined as −C′/(3C′ +1), where C′ = min(τ, 1−C).
τ is a truncation threshold and set around 0.4. The shape of the robust
function is illustrated in Figure 3.14.

Having defined the photometric consistency measure for a patch
as a function of its position and the normal, reconstructing a patch
is simply achieved by maximizing the photo-consistency function with
respect to those parameters. At first sight, the function has five param-
eters to be optimized, because the position consists of three parameters
and the normal consists of two parameters. However, a patch should
not move tangentially on a surface during optimization, where only its
vertical offset of the positional parameters should be optimized. The
vertical direction depends on the patch normal, which is also optimized.
Therefore, in practice, the perpendicular direction is fixed before and
throughout the optimization, where one parameter for position and
two parameters for normal are optimized via a standard non-linear
least squares technique.
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Figure 3.15: Image projections of reconstructed patches in their visible images are
used to perform fundamental tasks such as accessing neighboring patches, enforcing
regularization, etc. See text for more details.

Image-based Data Structure

The main advantage of the patch based surface representation is its
flexibility. However, due to the lack of connectivity information, it is
not easy to just search or access neighboring patches, then enforce
regularization, for instance. In their approach, image projections of
reconstructed patches in the visible images are used to help performing
these tasks. Concretely, they associate with each image Ii a regular
grid of β1 × β1 pixels cells Ci(x, y) as in Fig. 3.15 (β1 = 2 in their
experiments). Given a patch p and its visible images V (p), which is
estimated as a part of the reconstruction process, they project p into
each image in V (p) to identify the corresponding cell. Then, each cell
Ci(x, y) remembers the set of patches Qi(x, y) that project into it.
Neighboring patches can be collected by looking at neighboring cells in
the visible images.
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3.2.2 Algorithm

Their patch-based MVS algorithm attempts to reconstruct at least one
patch in every image cell Ci(x, y). It is divided into three steps: (1)
initial feature matching, (2) patch expansion, and (3) patch filtering.
The purpose of the initial feature matching step is to generate a sparse
set of patches (possibly containing some false positives). The expan-
sion and the filtering steps are iterated n times (typically n = 3) to
make patches dense and remove erroneous matches. The three steps
are detailed in the following sections.

Initial Feature Matching

The first step of the algorithm is to detect blob and corner features
in each image using the Difference-of-Gaussian (DoG) and Harris op-
erators [178]. Consider an image Ii with its optical center denoted by
O(Ii). For each feature f detected in Ii, they collect in the other im-
ages the set F of features f ′ of the same type (Harris or DoG) that lie
within two pixels from the corresponding epipolar line, and triangulate
the 3D points associated with the pairs (f, f ′). Then, they consider
these points in order of increasing distance from O(Ii) as potential
patch centers, and attempt to generate a patch from the points one by
one until they succeed using the following procedure. Given a pair of
features (f, f ′), they first construct a patch candidate p with its center
c(p) and normal vector n(p) initialized as

c(p) ← {Triangulation from f and f ′}, (3.9)
n(p) ← −−−−−−→

c(p)O(Ii)/|−−−−−−→
c(p)O(Ii)|. (3.10)

The set of visible images V (p) is initialized by collecting a fixed num-
ber (often five) of nearby views based on the viewing angle differences.
Then, the patch optimization procedure is applied to refine these pa-
rameters. After the optimization, V (p) contains the images whose pair-
wise photo-consistency with Ii is more than a certain threshold. The
patch is kept as a success if |V (p)| is at least γv, which is often set
to 3. Empirically, this heuristic has proven to be effective in selecting
mostly correct matches at a modest computational expense. The over-
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all algorithm description for this step is given in Fig. 3.16. Of course,
this relatively simple procedure may not be perfect and yield mistakes,
but the filtering step will handle such errors.

Expansion

The goal of the expansion step is to reconstruct at least one patch in
every image cell Ci(x, y), where they repeat taking existing patches and
generating new ones in nearby empty spaces. More concretely, given a
patch p, they first identify a set of neighboring image cells Cells(p)
that do not contain any patches yet:

Cells(p) = {Ci(x′, y′)| (3.11)
p ∈ Qi(x, y), Qi(x′, y′) = ∅, |x − x′| + |y − y′| = 1}.(3.12)

For each collected image cell Ci(x, y) in Cells(p), the following ex-
pansion procedure is performed to generate a new patch p′. They first
initialize n(p′) and V (p′) by the corresponding values of p. c(p′) is, in
turn, initialized as the point where the viewing ray, passing through
the center of Ci(x, y), intersects the plane containing the patch p.
They then refine c(p′) and n(p′) by the optimization procedure de-
scribed in Sect.3.2.1. They remove images from V (p′), whose average
pairwise photo consistency score with the remaining images in V (p′) is
less than a threshold. They also add images to V (p′) if their average
pairwise photo consistency scores are above the threshold. Finally, if
|V (p′)| ≥ γv, they accept the patch as a success and update Qi(x, y)
for its visible images. The process repeats until the expansion process
is performed from every patch that has been reconstructed. The overall
algorithm description is given in Fig. 3.17.

Filtering

The expansion step is greedy and solely relies on photo consistency
measures for reconstructing patches, where it is difficult to avoid gen-
erating any erroneous patches. In the last step of the algorithm, the
following two filters are used to remove erroneous patches. The first
filter relies on visibility consistency. Let us define that patches p and p′
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Input: Patches P from the feature matching step.
Output: Expanded set of reconstructed patches.

While P is not empty
Pick and remove a patch p from P ;
For each image cell Ci(x, y) containing p

Collect a set C of image cells for expansion;
For each cell Ci(x′, y′) in C

// Create a new patch candidate p′

n(p′) ← n(p), V (p′) ← V (p);
Initialize c(p′) via ray to plane intersection;
Refine c(p′) and n(p′); // (Sect.3.2.1)
Update V (p′);
If |V (p′)| < γv

Go back to For-loop (failure);
Add p′ to P ;
Add p′ to corresponding Qj(x, y);

Figure 3.17: Patch expansion algorithm. The expansion and the filtering procedure
is iterated n(= 3) times to make patches dense and remove outliers.

are neighbors if their distance along the normals is less than a threshold:

|(c(p) − c(p′)) · n(p)| + |(c(p) − c(p′)) · n(p′)| < γd. (3.13)

γd is the upper-bound on the allowed amount of vertical offset between
the two patches. Let U(p) denote the set of patches p′ that are incon-
sistent with the current visibility information—that is, p and p′ are not
neighbors, but are stored in the same cell of one of the images where p

is visible (Fig. 3.18). Then, p is filtered out as an outlier if the following
inequality holds

|V (p)|(1 − C(p)) <
∑

pi∈U(p)
1 − C(pi). (3.14)

C(p) is the average pairwise photo-consistency score of p. Intuitively,
when p is an outlier, both 1−C(p) and |V (p)| are expected to be small,
and p is likely to be removed. In the second filter, we enforce a weak
form of regularization: For each patch p, we collect the patches lying
in its own and adjacent cells in all images of V (p). If the proportion
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Figure 3.18: The first filter enforces global visibility consistency to remove outliers
(red patches). An arrow pointing from pi to Ij represents a relationship Ij ∈ V (pi).
In both cases (left and right), U(p) denotes a set of patches that is inconsistent in
visibility information with p.

of patches that are neighbors of p (Eq. 3.13) in this set is lower than
0.25, p is removed as an outlier.

3.2.3 Reconstruction Results

Figure 3.19 shows a sample input image, the image resolution, and the
number of input images for each dataset. Patch based representation
is flexible and can handle both “object” like datasets (top row of Fig-
ure 3.19), where cameras surround an object, and“scene” like datasets,
where cameras are surrounded by a scene. Their reconstructed patches
are shown in Figure 3.20. Note that patches are dense and look like a
surface model, but are merely point clouds. The figure illustrates that
reconstructed patches are free from noise and shows the robustness
of the algorithm despite that patches are reconstructed independently
without explicit regularization. The bottom half of Figure 3.20 shows
the polygonal surface models converted from the patches, which veri-
fies the geometric accuracy of reconstructed patches (See Section 3.3
for surface meshing techniques).



3.3. Volumetric data fusion 73

Figure 3.19: Sample input images for point-cloud reconstruction algorithm [74].

3.3 Volumetric data fusion

The creation of high quality meshes has been a fundamental problem
in Computer Graphics, where laser range sensors were often used as an
input. There is a vast literature in converting the generated 3D point
clouds into clean mesh models. Seminal work by Curless and Levoy [52]
proposes an algorithm to accumulate surface evidence into a voxel grid
using signed distance functions, where the final mesh is extracted as
the zero iso-surface of the aggregated signed distance functions. Pois-
son Surface Reconstruction by Kazhdan et al. [115, 41, 116] is an-
other successful and popular meshing software from an oriented point
cloud. There also exist methods to reconstruct a mesh from unoriented
point cloud, and hence, unsigned distance functions [103, 29]. Some of
these techniques, notably the Poisson Surface Reconstruction software,
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Figure 3.20: Reconstruction results of a point-cloud reconstruction algorithm [74].

are robust against noisy point clouds with full of reconstruction holes,
which are more common in Computer Vision applications. However,
more sophisticated optimization and regularization techniques have
also been sought in tackling challenges by Computer Vision researchers.
This section explains such techniques.

Volumetric surface extraction is flexible and the input 3D informa-
tion can come from many different sources such as photo-consistency
volumes, depthmaps, MVS point clouds, laser scanned 3D points, or
any combination of those. It is a challenging task to fuse such diverse
set of 3D measurements into a single clean mesh model with the right



3.3. Volumetric data fusion 75

topology. A standard yet powerful solution is to accumulate evidence
in a 3D voxel grid and extract a surface model via Marching Cube algo-
rithm [134]. One formulation is to compute a signed distance function
field over the voxel grid, then pose a surface reconstruction as zero iso-
surface extraction [52, 207]. The other formulation is to pose as a 3D
binary segmentation problem, where the boundary of the two segments
can be extracted as a surface model [191, 94, 169, 68, 207]. The latter
formulation is more popular in Computer Vision, and we introduce two
algorithms that formulate the reconstruction problem as a 3D binary
segmentation via Markov Random Field. Their differences are in the
3D space discretization scheme. 4

3.3.1 Volumetric Graph-Cuts on a Voxel Grid

Given a bounding box that contains the solution surface, the space is
discretized with a voxel grid. In general, the input 3D information (e.g.,
a set of depthmaps) can be analyzed to determine a bounding box. The
problem is formulated to label each voxel as “interior” or “exterior”,
where the label boundary can be extracted as a surface model. Let kv

denote a variable for a voxel v, which takes one of these two labels. The
objective is to find the optimal label assignment to all the voxels that
minimizes the following cost function:

E({kv}) =
∑

v

Φ(kv) +
∑

(v,w)∈N
Ψ(kv, kw). (3.15)

The first term is the summation of per voxel cost over the entire domain,
where Φ(kv) encodes the cost of assigning a label to voxel v. The second
term is the summation over all the pairs of adjacent voxels denoted as
N . Notice its resemblance to the Markov Random Field formulation
for a depthmap reconstruction (3.2). Φ is a unary term, which depends
on a single variable, while Ψ is a pairwise interaction term. We first
explain how these cost terms should be set, then introduce optimization
algorithms to solve the problem.

4In the 90’s, Roy and Cox proposed a reconstruction algorithm with the max-
flow min-cut optimization method, whose problem formulation is very similar [158].
However, they reconstruct a single depthmap (disparity map) as opposed to a full
polygonal mesh model.
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Optimization

The MRF formulation in (Equation 3.15) has only two possible la-
bels (“interior” or “exterior”) and is much simpler than that in (Equa-
tion 3.2) for depthmap reconstruction. Therefore, the problem in the
form of (Equation 3.15) can be solved exactly and efficiently with a
graph-cuts algorithm, as long as each pairwise term Ψ(kv, kw) is sub-
modular [122]:

Ψ(interior, interior) + Ψ(exterior, exterior) ≤ (3.17)
Ψ(interior, exterior) + Ψ(exterior, interior) (3.18)

Usually, pairwise terms satisfy the above condition for our reconstruc-
tion problems, because the submodularity goes well with the smooth-
ness prior, and the left hand side of the inequality is typically 0.

Reconstruction Results

Figure 3.23 shows the reconstruction results by Vogiatzis, Torr, and
Cipolla [191], who proposed one of the earliest volume fusion techniques
based on graph-cuts in 2005. They used the constant ballooning term
and took the photo-consistency volume as the input.

One limitation of the use of a voxel grid is that the memory allo-
cation quickly becomes very expensive. One effective solution to this
problem is an octree data structure, which is essentially an adaptive
voxel grid. The grid is subdivided based on the input depthmaps so
that the grid is subdivided where the surface likely exists. Figure 3.24
shows input images, and a sample reconstruction result of a volumet-
ric fusion technique with the octree space discretization by Hernández,
Vogiatzis, and Cipolla [94]. The top row shows four of the seventy two
images of a “crouching man” sculpture by the modern sculptor Antony
Gormley. The second row shows the reconstruction when Φ(ku) is set to
a constant ballooning. In the third row, Φ(ku) is set to the 3D visibility
information computed from the depthmap data. Due to the shrinkage
bias, the reconstruction with the constant ballooning term fails in re-
constructing deep concavities in various parts of the model. Figure 3.25
illustrates the unary and pairwise potentials on a octree that are col-
lected from multiple depthmaps [94]. The unary potential alone clearly
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Figure 3.23: One of the earliest volume fusion techniques based on the volumetric
graph-cuts by Vogiatzis, Torr and Cipolla [191]. (Figure courtesy of Vogiatzis et al.)

shows the separation between the object interior and exterior spaces,
where the pairwise terms concentrate on surface boundaries. The right
of Figure 3.25 shows the octree structure.

Sinha, Mordohai, and Pollefeys presented a similar approach [169],
where a grid of tetrahedra (with a technique similar to the octree to
save space) is used to discretize the space, and the graph-cuts algorithm
is used to extract a surface model. In their work, the photo-consistency
is used to drive the tetrahedral subdivision (See Figure 3.26). They
refine the model for polishing after extracting the mesh from the tetra-
hedral grid. The figure shows the model after the refinement. Refer to
Section 3.4 for the details of similar mesh refinement techniques.
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Figure 3.24: Reconstruction results of a volumetric graph-cuts technique by
Hernández, Vogiatzis, and Cipolla [94]. The second row shows the reconstruction
when the unary term is set to a constant ballooning term as in Equation3.16. The
third row shows the result when the 3D information is encoded into the unary term,
which is more accurate especially at deep concavities.

3.3.2 Volumetric Graph-Cuts on Delaunay Tetrahedralization

Uniform voxel (or tetrahedral) grid is a simple but effective way to
encompass the reconstruction space for volumetric data-fusion. While
octree can be used to reduce the memory footprint, these methods still
require the knowledge of a scene extent. A better alternative is to first
reconstruct a sparse 3D point cloud of a scene, then use the 3D points as
nodes of the space discretization grid. This approach does not require
the specification of a scene extent. Furthermore, space discretization
is adaptive to the available 3D information: a space with denser point
samples is discretized more finely, and a space with fewer point samples
is discretized sparsely.

Labatut, Pons, and Keriven presented an algorithm that first
matches image features based on the SIFT descriptor [135] to recon-
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Figure 3.25: Visualization of (left) multi-resolution octree grid structure, (middle)
pairwise term Ψ(kv, kw), and (right) unary term Φ(kv) for a volumetric graph-cuts
technique by Hernández, Vogiatzis, and Cipolla [94].

struct sparse 3D points, then performs 3D Delaunay triangulation of
the points to discretize the space [129]. Figure 3.27 shows the 2D il-
lustration of the Delaunay triangulation, where red points denote the
input point samples and divide the reconstruction space (i.e., convex
hull of the point samples) into a set of triangles. Given a 3D Delaunay
triangulation, they solve a volumetric MRF problem that is very simi-
lar to the one in the previous section to extract a surface model, whose
details are given next.

The volumetric MRF consists of the unary and pairwise terms as
before, where the unary term is defined for each tetrahedron, and the
pairwise term is defined for each face that is shared by the two tetra-
hedra. In the work of Labatut et al. [129], for each ray connecting a
reconstructed point and one of its visible camera, the unary and pair-
wise terms are calculated as follows (Figure 3.28). First, the unary term
is defined only for a triangle that either contains the camera center (p0
in the figure) or is immediately behind the 3D point (q2 in the figure):

Φ(p0) =
{

∞ if interior
0 if exterior,

(3.19)

Φ(q2) =
{

0 if interior
α if exterior.

(3.20)

The unary term at p0 enforces that the cell containing the camera
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Figure 3.26: Reconstruction results of a volumetric graph-cuts technique by Sinha,
Mordohai and Pollefeys [169]. (Figure courtesy of Sinha et al.)

center must be in the scene exterior space, while the term at q2 adds a
bias for the cell to be in the scene interior space. For every pair (p1, q1)
of triangles whose common face intersects with the visible ray, where p1
is on the camera side, a pairwise interaction term is defined as follows
to penalize a pairwise configuration (p1 = interior , q1 = exterior):

Ψ(p1, q1) =
{

β if p1 = interior and q1 = exterior

0 in the other 3 cases. (3.21)

For every ray between a 3D point and its visible camera, the above
unary and pairwise terms are computed and accumulated as op-
posed to overwriting. Due to the pairwise term construction, the
above energy is guaranteed to be submodular. Therefore, the graph-
cuts algorithm can be used to find the optimal labeling to tri-
angular cells, where the label boundary is extracted as a surface
model.
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Figure 3.27: Delaunay tetrahedralization on the input 3D point cloud is used to
discretize the space into 3D cells. (Figure courtesy of Labatut et al.)

surface

camera center

3D point
p0

p1 q1

q2

(p0) =

{∞ if int rior
0 if xt rior

(p1, q1) =

{
β if p1 = interior, q1 = exterior
0 in the other 3 cases

(q2) =

{
0 if int rior
α if xt rior

Figure 3.28: Given a single pixel in a depthmap or a single 3D point, unary and
binary cost terms are defined for cells that intersect with the visible ray.

Note that explicit regularization term to penalize label changes is
usually necessary at every pair of adjacent cells for a uniform voxel grid
structure. The reason is that many voxels may not be intersected by
visible rays and hence have a zero unary potential, especially where the
input 3D evidence is sparse and/or noisy. On the other hand, in the case
of a 3D Delaunay triangulation, each vertex of a cell is a reconstructed
3D point and most cells near the surface have non-zero unary potential,
and hence, explicit regularization in the pairwise term is not crucial.

Figure 3.29 presents some reconstruction examples of the De-
launay tetrahedralization technique proposed by Labatut, Pons, and
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Figure 3.29: Reconstruction results of a Delaunay tetrahedralization based volu-
metric graph-cuts approach [129]. (Figure courtesy of Labatut et al.)

Keriven [129]. Although the reconstructed surfaces may look slightly
noisy, this is their mesh initialization step, which is the starting point
for the multi-view stereo refinement step explained in the next section.

A problem with the presented technique is that, if the 3D evidence
is weak, it will miss thin structures due to the MRF regularization. Jan-
cosek and Pajdla extended the formulation from Labatut et al. [129],
and added a step to reinforce the evidence of structure by analyzing the
gradient of exterior evidence [109]. The intuition is visualized in Fig-
ure 3.30 with a toy example. Suppose a circular object is placed in the
middle of a square-shaped room (left in the Figure), where it is hard to
reconstruct the object. The room surfaces are reconstructed well and
have ample interior evidence (highlighted in red), where inside of the
room is full of exterior evidence (highlighted in blue) except at the ob-
ject in the middle. The figure indicates that sudden absence of exterior
evidence can suggest the presence of a scene interior. More concretely,
interior evidence is reinforced where the derivative of the exterior evi-
dence is high. This reasoning may not be always true, but in practice
works well and leads to better reconstructions especially at thin struc-
tures. Their reconstruction examples are shown in Figure 3.31.
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Figure 3.31: Jancosek and Pajdla modify the Delaunay tetrahedralization based
volumetric graph-cuts approach to handle “weak” surfaces that would have been
missed with a standard method. (Figure courtesy of Jancosek et al.)

iteration [208], although the behavior of these techniques are not well
understood and may pose issues for challenging cases.

In the remainder of this section, we first explain algorithmic details
and framework that are common to many mesh refinement methods,
provide specific examples, then finally show their reconstruction results.

3.4.1 Common Framework

Mesh refinement algorithms move the location of each vertex vi one by
one or simultaneously, while minimizing an objective function defined
over the mesh model. The objective function E({vi}) typically consists
of a data term Ep, which is based on a photometric consistency mea-
sure, and a regularization term Er, which measures the smoothness of
the mesh. Optionally, when image silhouettes are given as input, sil-
houette consistency measure Es can be added to enforce that the mesh
is consistent with the image silhouettes:

E({vi}) = Ep({vi}) + Er({vi}) + [Es({vi})]. (3.22)

Gradient descent is usually the method of optimization, where the
movement of each vertex at each iteration is determined by the gradi-
ent of the objective function. More concretely, let (xi, yi, zi) denote the
3D coordinates of vi. The gradient of the energy is computed for each
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vertex vi based on the current mesh:(
∂E

∂xi
,
∂E

∂yi
,
∂E

∂zi

)
. (3.23)

Instead of defining the error function and computing its deriva-
tives [154, 78, 56, 55], one can also directly define “forces” as derivatives
for gradient descent, based on the photometric consistency and mesh
information [93]. In practice, the gradient of the photo-consistency term
at each vertex vi is not calculated three times with respect to xi, yi and
zi, but just once along the surface normal direction at vi [93, 70, 74].
The main advantage is that this reduces the expensive evaluation of the
photometric consistency information by a factor of three. The surface
evolution can be fully described by their normal components without
the tangential ones, and the gradient of Ep is usually projected along
the surface normal. The gradient of the silhouette consistency term Es

is also usually projected along the surface normal, too. On the contrary,
the regularization term Er is used to prefer uniform vertex distribu-
tion, and the direct derivative is calculated with respect to xi, yi, and
zi. The mesh refinement step is iterated until convergence.

3.4.2 Photometric Consistency Term

We provide three examples of the photometric consistency terms [74,
93, 193].

In the work of Hernández and Schmitt [93], the gradient of the
photometric consistency volume is used to define forces, because the
surface of an object or a scene coincides with the region of high photo-
metric consistency. However, the photometric consistency is known to
be noisy and have many local maxima, where the gradient may have no
effects for an initial surface that is far away from the solution. There-
fore, the gradient vector flow [200], which is essentially the gradient
field smoothed by the Laplacian operator, is used as the photometric
consistency force instead. Note that for the reason mentioned in the
previous section, the gradient vector flow is projected along the surface
normal direction before being used as the force.

In the work of Furukawa and Ponce [74], let C(vi) denote the pho-
tometric consistency score evaluated at vertex vi on its tangent plane
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of the mesh. They search for the optimal offset d̂i along the surface
normal direction that maximizes the photometric consistency score on
the tangent plane

d̂i = argmaxdi
C(v̂i + din̂i). (3.24)

A non-linear optimization library [24, 82] is used to solve this problem
for each vertex independently. In order to distinguish the vertex loca-
tion as a variable to be optimized against the estimated location with
the maximum photo-consistency, they use vi to denote the variable and
v̂i to denote the estimation. Similarly, n̂i is used to denote the surface
normal estimation based on the current mesh model. Then, the pho-
tometric consistency term at each vertex for mesh refinement can be
defined to be the squared distance between vi and the location of the
optimal offset, where the summation over all the vertices defines Ep:

Ep({vi}) =
∑
vi

∣∣∣vi − (v̂i + d̂in̂i)
∣∣∣2 . (3.25)

The squared distance error metric is prone to outliers, and more ro-
bust function can also be used to define the penalty term [74]. They
recompute the surface normal and the offset at each vertex in every
iteration.

Lastly, Hiep, Keriven, Labatut, and Pons [193] defined the term as
a sum of photometric consistency scores over all the faces of a discrete
triangulated mesh model:

Ep({vi}) =
∑
f∈F

∑
(Ii,Ij)∈Vf

C(f, Ii, Ij). (3.26)

F denotes the set of faces in the mesh model, Vf is a set of pairs of im-
ages in which face f is visible, and C(f, Ii, Ij) denotes the photometric
consistency score evaluated on face f based on the two images Ii and Ij .
They handle triangulated mesh models, and the definition of the term
deduces the fact that its gradient with respect to a vertex position vi

is determined by the incident faces. Different from many methods that
use tangent planes or front-parallel surface approximations, the use of
triangulated mesh model for photometric consistency evaluation has
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Figure 3.32: Regularization force in the mesh refinement framework is given by the
Mesh Laplacian and Mesh Bi-Laplacian operators. The figure shows examples for
1D surfaces. Laplacian becomes zero when the surface is planar, while Bi-Laplacian
becomes zero when the surface has constant or uniform curvature. Regularization
forces are calculated by setting α = 0.5 and β = 0.5 in (3.30).

several advantages. First, the core texture reprojection (i.e., morph-
ing) operations can be efficiently and easily performed over an entire
mesh by GPUs, which is as simple as rendering a texture-mapped mesh
model. Second, it can handle sharp edge structure such as staircases
properly, because the photometric consistency can be measured exactly
on the surface, where a tangent plane does a poor job of approximating
the surface there.

3.4.3 Regularization Term

There are little variations in the definition of regularization terms,
where “Mesh Laplacian” and “Mesh Bi-Laplacian” are often used to
define the regularization force [42] (See Figure 3.32). More concretely,
let Ni denote a set of neighboring vertices of a vertex vi. Then, the
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Mesh Laplacian operation Δ(vi) produces a 3D vector at vi:

Δ(vi) =
∑

vj∈Ni
vj

|Ni| − vi. (3.27)

Δ(vi) simply computes the difference vector from vi to the center of
its neighbor, and has a strong vertical force to make vertices coplanar
and a strong lateral force to make vertices uniformly distributing. Note
that instead of simply taking the average of the neighboring vertices,
triangle areas and angles can be used to compute the weighted average
for more accuracy. Bi-Laplacian operation can be similarly defined and
also produces a 3D vector at each vertex

Δ2(vi) =
∑

vj∈Ni
Δ(vj)

|Ni| − Δ(vi), (3.28)

which is equivalent to applying the Mesh Laplacian operation twice.
Note that for non-regular meshes where |Ni| is not constant Δ2(vi)
needs to be further normalized by

1 +
∑

vj∈Ni

1
|Ni||Nj | (3.29)

to be stable (See [92] for more details). The Bi-Laplacian force is in
general much weaker than the Laplacian force. The linear combina-
tion of the outputs of the two operators is usually defined to be the
regularization force at each vertex vi

αΔ(vi) − βΔ2(vi), (3.30)

where α and β are linear combination weights, and their typical values
are around 0.5.

3.4.4 Silhouette Consistency Term

As the trends of 3D reconstruction shift away from object reconstruc-
tion in a lab space to scene reconstruction outside, the use of silhou-
ette consistency becomes less popular. Silhouettes often delineate a
foreground object from background, but the definition of a foreground
object is not clear for scenes. Furthermore, robust automated extrac-
tion of image silhouettes is a challenging problem in itself. Nonetheless,
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in certain applications, such as image-based object 3D scanning with
a chromakey background, the use of silhouette consistency is poten-
tially an effective technique [93, 171, 70, 119]. especially for an object
full of intricate thin structures. There even exists an image based re-
construction system that is purely based on image silhouettes with a
point light source and a rear-projection screen [201], where the visual
hull [35] models yield impressive reconstructions.

The silhouette consistency simply enforces that an image silhouette
of the mesh model after projection matches the input image silhouette.
However, this is not an easy constraint to be enforced or an objective
to be optimized. The reason is that one essentially needs to identify
“contour generators” of the current model, that is, a set of points that
are visible at a silhouette boundary in an image. The identification
of contour generators is a binary operation, which are difficult to be
optimized or enforced during mesh refinement.

In the work of Hernández and Schmitt [93], the silhouette consis-
tency force is computed as soft constraints for each vertex vi along the
surface normal direction ni, where the magnitude and orientation is
determined by the product of two components:

(ds(vi) · α(vi))ni. (3.31)

The first component ds(vi) measures the signed distance to the
visual hull surface on the image domain, and tries to pull vi towards
it. More concretely, let ds(Sj , vi) denote the signed distance between
an image silhouette Sj and an image projection of a vertex vi in that
image, where the distance is negative if the projection is outside the
silhouette, and positive otherwise. Then, ds(vi) is given as minimum
distance over all the input images:

ds(vi) = min
Ij

ds(Sj , vi), (3.32)

where Sj denotes an image silhouette associated with image Ij (See
Figure 3.33). Intuitively, if ds(Sj , vi) is negative for one image (i.e.,
outside a silhouette), the first component becomes negative and hence
the force to push the vertex inwards. If ds(Sj ,vi) is positive for all the
images (i.e., inside the silhouettes), the first component identifies the
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close the vertex is to a contour generator. They define α(vi) to be

α(vi) =
{

1 if ds(vi) ≤ 0
1

(1+d̂s(vi))n
if ds(vi) > 0 (3.33)

First of all, α(vi) is 1 if vi projects outside an input image silhouette,
because this immediately violates the consistency and a vertex must
move inwards. If vi projects inside all the image silhouettes, α(vi) is 1
only at contour generators and gradually decreases as a vertex moves
away from a contour generator. n determines how quickly the influence
of the silhouette consistency decays and is set to 2 in their work. In Fig-
ure 3.33, the silhouette consistency force for v3 is strong and inwards,
because v3 projects outside the image silhouette and is violating the
silhouette consistency. The force for v1 is also strong, because v1 is on
the contour generator of the current mesh model, which must match
the image silhouette. However, the force for v2 is not strong, because v2
projects inside the silhouette and is not a part of the contour generator.

3.4.5 Reconstruction Results

As presented in the last section, there are many choices to make when
building a mesh refinement algorithm. In this section, we cover two im-
portant algorithms in the literature – the first very successful approach
and the latest state-of-the-art.

Hernández and Schmitt used the visual hull model computed from
input image silhouettes to initialize the mesh model, then iteratively
refined it based on the sum of photometric, silhouette, and regulariza-
tion forces [93] (See Figures 3.34 and 3.35). Photometric consistency
volume is constructed based on the octree data structure, so that fine
scale voxels are allocated at the space of high photometric consistency
as in Section 3.4.2. The surface location is easily identifiable as the mid-
dle of the high gradient vector flow (GVF) regions, where the forces are
diffused to also have long range effects. The bottom left of the figure
shows a shaded rendering of the photo-consistency volume. The bot-
tom middle and the bottom right figures visualize the two quantities
composing the silhouette consistency force, namely ds(vi) and α(vi), re-
spectively. Notice that silhouette consistency force arise only near con-
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Figure 3.34: An MVS algorithm by Hernández and Schmitt calculates the photo-
consistency volume in an octree data structure (top left), from which the gradient
vector flow (GVF) [200] is used to compute the photometric consistency force (top
middle). The close-ups of the octree data structure and the GVF are shown at the
top right. Bottom left shows a shaded rendering of the photo-consistency volume
before GVF, which is basically a 3D point cloud. Their algorithm enforces silhou-
ette consistency in the mesh refinement process. The bottom middle figure shows
the signed distance to the closest image silhouette for each vertex of a mesh (ds(vi)),
where the sign is positive for vertices inside the silhouette and negative for those
outside the silhouette. Silhouette consistency should be enforced only near contour
generators, that is, vertices that project near input image silhouettes, where the bot-
tom right figure visualizes the strength of the silhouette consistency to be enforced.
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Figure 3.35: Reconstruction results by Hernández and Schmitt [93]. From left to
right, one of the 36 input images, the reconstructed mesh model, and the texture
mapped mesh model for each dataset. The visual hull model is used to initialize the
mesh, which is then iteratively refined.
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Figure 3.36: Processing pipeline of an MVS system proposed by Vu, Labatut,
Keriven, and Pons [193]. After reconstructing a sparse point cloud from images (top
second column), a volumetric graph cuts with Delaunay tetrahedralization is used
to initialize a mesh model (bottom second column), which is polished by the MVS
refinement algorithm (third column). The right hand side of the figure shows the
final 3D model with a mix of shaded and texture mapped rendering.

tour generators, that is, surface regions that are visible as a silhouette
boundary in an image. Only the Laplacian operator is used to compute
the regularization force without the bi-Laplacian operator, that is, β

is set to 0 in (3.30). An input image, the reconstructed mesh model,
and the texture mapped mesh model of their algorithm are shown for
the three datasets in Figure 3.35. They used a turn-table to acquire 36
images of 2008 × 3040 pixels of for each dataset. The numbers of the
vertices in the final model are 45,843, 83,628, and 114,496, respectively,
where more reconstruction results can be found in the paper. In ad-
dition to the intricate details, the method succeeded in reconstructing
thin structures, where silhouette consistency plays an important role.
This work was published in 2004, and really the first to prove the po-
tential of multi-view stereo algorithms. Their total running time can
reach 16 hours for a dataset, but this is a running time in 2004, where
a Pentium4 1.4 GHz machine was used. The system should run much
faster with state-of-the-art multi-core processors potentially with a use
of GPUs for further speedup.

One of the most successful state-of-the-art MVS systems was pro-
posed by Vu, Labatut, Keriven, and Pons in 2009 [193], where the mesh
refinement algorithm is used in the last step. Their overall pipeline is
illustrated in Figure 3.36, where their reconstruction results are shown
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in Figure 3.37. The photometric consistency term is defined over the
polygonal mesh model as in (3.26). Their system can handle arbitrary
datasets including outdoor scenes, and does not incorporate silhouette
consistency information. The regularization term only exploits the bi-
Laplacian operation, that is, α is set to 0 in (3.30). The input mesh
model to the final refinement step is generated by reconstructing a
sparse point cloud from images [129], then using a volumetric graph-
cuts technique with Delaunay tetrahedralization (Section 3.3.2). As
shown in the figures, their system is capable of reconstructing very
complicated shapes but with intricate details. It is also efficient, for
example, it takes only 45 minutes for an entire system to run and pro-
duce the bottom result in Figure 3.37. The top of Figure 3.37 shows the
robustness of the system, in particular, at trees, which are not suitable
for MVS reconstruction due to their complicated and changing shapes.





4

Multi-view Stereo and Structure Priors

MVS works very well for textured and non-Lambertian surfaces in
practice as long as they contain some diffuse reflectance component.
However, our world is abundant with textureless and highly non-
Lambertian objects that make MVS algorithms fail. Indoor environ-
ments are good examples of scenes that contain many such objects,
for instance, white walls, transparent glasses, and shiny electric appli-
ances (See Figure 4.1). Fortunately, indoor environments exhibit strong
structural regularities such as planarity and orthogonality, which can
be exploited to improve reconstruction quality. A recent trend in MVS
research is to mix the core MVS principle with some form of structure
priors, which essentially acts as a smart interpolator to fill in recon-
struction holes with proper geometry or a smart smoother to suppress
noise, where photometric consistency is unreliable.

Back in the 90s, Birchfield and Tomasi proposed a reconstruction
algorithm, which produces a piecewise affine disparity maps by exploit-
ing the fact that scenes often consist of piecewise planar surfaces [38].
They iterate between the image segmentation into piecewise planar seg-
ments and the estimation of disparity affine parameters per segment in
a way similar to Expectation Maximization algorithm (See Figure 4.2).

99
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Figure 4.1: Standard MVS algorithms fail in reconstructing even a simple scene
like this, which is full of homogeneous surfaces. The figure shows the reconstruction
result of PMVS software by Furukawa and Ponce [74] followed by Poisson Surface
Reconstruction software by Kazhdan [115].

After the work of Birchfield and Tomasi, MVS research rather fo-
cused on the reconstruction of high fidelity 3D models by exploring
effective photo-consistency evaluation schemes without relying much
on priors. After the success of MVS algorithms on near Lambertian
textured surfaces (Chapter 3), MVS researchers revisited the use of
structure priors. Many such algorithms are based on the 2D MRF for-
mulation as in the depthmap estimation in Section 3.1, while resorting
to powerful optimization machineries such as graph-cuts or belief prop-
agation techniques.

In a standard MRF formulation for depthmap estimation, the cost
function is a combination of unary terms and pairwise interaction
terms, where labels encode depth values. We repeat Equation 3.2 de-
scribing the MRF formulation in the following for easy reference.

E(k) =
∑

p

Φ(kp) +
∑

(p,q)∈N
Ψ(kp, kq). (4.1)

k = {kp} denotes a set of per-pixel labels, which is the variable in this
cost function. The first term is the unary term summed over all the pix-
els, and the second term is the pairwise interaction term summed over
all pairs of adjacent pixels N . A convention is to encode data informa-
tion, that is, photo-consistency information into the unary term, while
regularization prior is encoded into the pairwise term. The pairwise
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Figure 4.2: Birchfield and Tomasi proposed a piecewise affine disparity estimation
algorithm back in the 90s. The left is one of the input images, while the middle and
the right show the reconstructed 3D model rendered from two different viewpoints.
(Figure courtesy of Birchfield et al.)

term usually penalizes the distance of labels, in our case, the amount
of discrepancy of depth values at adjacent pixels, which enforces front-
parallel surfaces, because the pairwise term becomes zero when all the
pixels have the same depth labels.

As described in Section 3.1.5, the second order smoothness prior by
Woodford, Torr, Reid, and Fitzgibbon is a natural extension to this,
which favors piecewise planar surfaces [196]. However, the introduction
of higher order terms makes the energy non-submodular, which resulted
in much more complex optimization steps. Olsson, Ulen, and Boykov
changed the meaning of labels from depth values to depth values plus
surface normal orientations [148] to also enforce piecewise planarity.
This approach does not require higher order terms, but does not guar-
antee submodularity and need complicated optimization steps, too.

In the following sections, we take a close look at MVS algorithms
that change the definition of labels to enforce high-level structure priors
such as planarity, while still keeping the submodularity to enable the
simple application of powerful graph-cuts technique.

4.1 Departure from Depthmap to Planemap

The enforcement of piecewise planarity may sound easy but is a chal-
lenging one. In order for the graph-cuts algorithm to be applicable, the
cost function must be submodular, which prefers different pixels hav-
ing the same label. However, a planar surface of arbitrary orientation
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Figure 4.3: Manhattan stereo algorithm [67]. Given a set of 3D points reconstructed
by a standard MVS algorithm, they estimate dominant axes and extract hypothesis
planes along each axis by finding point density peaks. Finally, the MRF formulation
is used to assign a hypothesis plane to each pixel.

is realized by pixels with slowly changing but different depth values.
Therefore, one idea is to change the definition of labels from depth
values to something different so that the favorable configurations (e.g.,
piecewise planar structure) can be realized by assigning the same label
to different pixels.

Furukawa, Curless, Seitz, and Szeliski proposed Manhattan-world
Stereo algorithm, where labels indicate planes that are extracted from
a standard MVS reconstruction [67]. As the name of the algorithm in-
dicates, three dominant orthogonal directions are first computed and
only planes along the dominant directions are extracted to define la-
bels. Their processing pipeline is shown in Figure 4.3. Sinha, Steedly,
and Szeliski extended the framework and allow planes of arbitrary ori-
entations that are extracted from both reconstructed 3D points and
3D line segments [170]. The MRF formulation is used to estimate a
plane ID per pixel in both methods, which is called a planemap as
opposed to a depthmap. The definitions of unary and pairwise terms
vary across methods as in the case of standard MRF algorithms. Next
section explains the MRF formulation of the Manhattan-world Stereo
algorithm [67] 1.

1The details of other steps in the pipeline such as the plane extraction are refereed
to the paper [67].
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Figure 4.4: Data term measures visibility conflicts between a plane hypothesis
at a pixel and all the reconstructed points {Pi}. There are three different cases in
which the visibility conflict occurs. The smoothness term in this figure measures the
penalty of assigning a hypothesis Hn to pixel q, and a hypothesis Hm to pixel p.

MRF Formulation in Manhattan-world Stereo

The input to the algorithm is a set of 3D points {Pi} reconstructed by
an MVS algorithm, where each point is associated with a set of visible
images that are used to reconstruct the point. It is assumed that a set
of 3D hypothesis planes are extracted. Given a reference image, the
problem is to reconstruct a piecewise planar depthmap as a combina-
tion of hypothesis planes, in other words, reconstruct a planemap by
assigning one of the planes to each pixel in the reference image.

Data Term

The data term Φ(kp) measures visibility inconsistency between a plane
hypothesis at a pixel and all of the input 3D points (See Figure 4.4).
Consider the penalty of assigning a plane to a pixel. Let H denote the
3D point that is to be reconstructed for pixel p, when a plane hypothesis
is assigned. In other words, H is the intersection between a viewing ray
passing through p and the hypothesis plane. The hypothesis plane is
considered to be inconsistent with an MVS point Pi under any one of
the three following cases, which are also illustrated in Figure 4.4. In
the figure, a reference image, for which a planemap is reconstructed, is
colored in green.
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Case 1. If Pi is visible in the reference image (green) and projects
at the pixel p, the hypothesized point H should not be in front of Pi

(since it would occlude it) and should not be behind Pi (since it would
be occluded). Therefore, a penalty is imposed on a plane hypothesis,
if the corresponding point H is not at the same depth as Pi, while
allowing some margin. They perform this check for every 3D point Pi

that is visible in the reference image and projects near the pixel.
Case 2. If Pi is not visible in the reference image but still projects

at pixel p, H should not be behind Pi, since it would be occluded. A
penalty is imposed on such plane hypotheses, and this check is again
performed on all the 3D points.

Case 3. Given a 3D point Pi, for any of its visible images, the
space in front of Pi on the line of sight to the camera center should be
empty, which is often referred to as a free-space constraint. A penalty is
imposed to a plane hypothesis, whose corresponding point H resides in
such free-space. In practice, both Pi and H are projected to the visible
image (blue camera at the bottom in the figure), and the depth values
are compared to check conflicts.

Now, given a pixel and a hypothesis plane, the penalty of the data
term can be defined based on the number of above three types of con-
flicts. More concretely, let C(Pi) denote the photo-consistency score,
in particular NCC measure of point Pi, whose visibility information is
in conflict with a hypothesis plane assignment kp. The data term is
defined as

Φ(kp) = min(0.5,
∑

i

max(0, C(Pi) − 0.7)), (4.2)

where the summation is over the point set with visibility conflicts.
Note that the penalty is accumulated from points, whose NCC scores
are high enough, that is, more than 0.7. A simple truncation of value
0.5 is used for robustness.

Smoothness term

The smoothness term Ψ(kp, kq) enforces spatial consistency and is 0,
if the same plane hypothesis is assigned, that is, hp = hq. Otherwise,
they seek a smoothness function that penalizes the amount of depth
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Figure 4.5: Input image and extracted dominant lines, used as cues to control the
smoothness penalty. The red, green and blue components in the right figure shows
the results of edge detection along the three dominant directions, respectively. Note
that yellow indicates ambiguity between the red and green directions.

discrepancy. The penalty is down-weighted in the presence of image
edges, where depth discontinuity is reasonable. The term is defined by
the product of two factors:

Ψ(kp, kq) = ΨD(kp, kq)ΨE(kp, kq) (4.3)

The first factor ΨD(kp, kq) penalizes the amount of depth discrep-
ancy between neighboring pixels, which is illustrated by the blue arrow
in the right of Figure 4.4, where the green hypothesis plane is assigned
to pixel p and the orange hypothesis plane is assigned to pixel q. Hp and
Hq are their reconstructed points in this configuration. More specifi-
cally, the factor is defined to be the distance between the two planes
along the line of sight at the middle point of p and q.

The second factor ΨE(kp, kq) controls the amount of smoothness
penalty based on the presence of image intensity edges: the penalty
decreases at image intensity edges, which may correspond to a depth
discontinuity (See Figure 4.5). Under the assumption of a piecewise
planar scene aligned with the orthogonal axes, a depth discontinuity
appears as a crease line in an image that passes though one of the
three vanishing points, corresponding to the three dominant directions.
Therefore, an edge detection filter, which is designed to respond only to
dominant lines (See the paper for more details [67]), is used to compute
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an edge detected image. ΨE(kp, kq) is simply defined as follows:

ΨE(kp, kq) =
{

0.01 If p or q is an edge pixel
1 Otherwise (4.4)

Note that the direction(s) of the corresponding dominant line(s) is
known for each edge pixel, and it may seem natural to use a more
sophisticated scheme to define when ΨE should become small. For ex-
ample, it makes sense to additionally require that the direction of the
dominant line at the edge pixel must be perpendicular to the normals
of the planes assigned to pixels p and q. However, this makes the pair-
wise term non-submodular, while the above simple solution keeps the
optimization tractable and works well in practice.

Given the MRF formulation, the α-expansion algorithm is used to
minimize the energy and estimate a planemap [44, 45, 121].

Reconstruction Results

Figure 4.6 shows the reconstruction results of Manhattan-world Stereo
algorithm [67] on both indoor and outdoor architectural scenes, which
are full of planar surfaces that meet at right angles. Notice the pres-
ence of abundant textureless or highly non-Lambertian surfaces such
as white walls or shiny metallic surfaces, which are reconstructed suc-
cessfully. There is also a fair number of curved surfaces, which unfor-
tunately breaks the Manhattan-world assumption, but their algorithm
does its best to approximate its shape by piecewise planar surfaces.

Figure 4.7 compares results against a state-of-the-art MVS pipeline
without structure priors (PMVS [74] and Poisson Surface Reconstruc-
tion software [115, 41, 116]). Manhattan-world Stereo algorithm is, in
essence, a depthmap algorithm, and reconstructs a geometry visible
only in a single image as opposed to the competing pipeline that uses
all the input images to reconstruct an entire scene model. Nonetheless,
the competing approach often makes gross errors due to the lack of reli-
able textures, which are cleanly reconstructed with the use of structure
priors.

Reconstruction results of a piecewise planar stereo algorithm by
Sinha, Steedly, and Szeliski [170] are presented in Figure 4.8 for various
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Target image Depth map Depth normal map Mesh model Texture mapped
mesh model

Figure 4.6: Reconstruction results of Manhattan-world Stereo algorithm [67]. In
the depth normal map view, the three possible surface normals are indicated by the
red, green, and blue colors, respectively.

outdoor architectural scenes. Note that the algorithm is able to capture
slanted surfaces properly, which is not possible in the Manhattan-world
Stereo algorithm.

4.2 Departure from Planes to Geometric Primitives

Zebedin, Bauer, Karner, and Bischof developed a system [209] that
generates digital elevation models of cities from aerial photographs (See
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Figure 4.7: Comparing Manhattan-world Stereo algorithm [67] with a state-of-the-
art MVS pipeline, which is PMVS [74] followed by Poisson Surface Reconstruction
software [115].

Figure 4.9) which goes beyond piecewise planar and can handle curved
surfaces, in particular, surfaces of revolution in addition to planes of
arbitrary orientations.

They estimate an elevation model or a height field representation of
cities, which is formulated as a 2D MRF problem in a top down view.
Their system is optimized and tested for aerial photographs of cities,
and yields very impressive 3D building models (See Figure 4.10). The
formulation is very similar to the piecewise planar stereo algorithms in
the previous section, where an MRF is used to assign a primitive ID,
but with two key differences. The first difference is that the domain
is discretized by a grid of much larger rectangular cells (left of Fig-
ure 4.9) based on the 3D line segments reconstructed by a multi-view
line matching algorithm [32]. A primitive ID is assigned to each cell,
which has additional data-aware regularization effects. The second dif-
ference is the handling of surfaces of revolution as geometric primitives,
which may not be effective for arbitrary scenes, but often arise in out-
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Figure 4.8: Reconstruction results by a piecewise planar depthmap algorithm by
Sinha, Steedly, and Szeliski [170]. Estimated plane IDs are illustrated by different
colors in each of the middle columns, which are also rendered from a different view-
point in each right column. (Figure courtesy of Sinha et al.)

door buildings such as domes at the top. More reconstruction results
are shown in Figure 4.10.

4.3 Image Classification for Structure Priors

Structure priors through planes or surfaces of revolution are effective in
architectural scenes, but pose problems for non-architectural structures
such as bushes, trees, and grass, which break these assumptions but are
often present in urban environments.

Gallup, Frahm, and Pollefeys employed image classification tech-
niques to label an image into planar and non-planar regions, where
structure priors (i.e., piecewise planarity) are enforced only for regions
with planar classification [77]. Their algorithm has several other novel
factors such as a more sophisticated way of extracting primitive candi-
dates (planes in this case), and a framework to enforce multiple view
consistency in labeling structure IDs to multiple images. However, we
focus here on their use of image classification techniques and the han-
dling of non-planar structures (See Figure 4.11).
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Figure 4.9: Left: Reconstructed 3D lines are used to segment the top down view
of a scene. (Figure courtesy of Zebedin et al.)

They train a classifier based on the color and texture features to
distinguish planar and non-planar surfaces, where both a simple k-
nearest neighbor classifier and SVM classifier were tested and produced
similar results. More specifically, each image is segmented into a grid
of 16 × 16 pixel cells, and the following feature vector is computed
in each cell. The color component of the feature vector consists of
the mean red, green, and blue (RGB color space), mean hue, satu-
ration, value (HSV color space), and the hue histogram with 5 bins.
The texture component of the feature vector consists of the statis-
tics of the edge orientation histogram, in particular, entropy, maxi-
mum value, and number of modes [125]. An intuition behind the tex-
ture cue is that man-made objects tend to have only a few consis-
tent edge orientations. Authors pointed out that the use of superpix-
els [59, 156] instead of a regular square grid may make more sense,
and they indeed experimented with such a superpixel segmentation
algorithm, but preferred the regular grid in the end. The main obser-
vation was that the photometric consistency and smoothness penalties
often provide enough information to identify accurate object bound-
aries, while the grid ensures the regular size and density of cells,
which are preferred. They hand-labeled approximately five thousand
segments in five images as planar or non-planar, then trained a clas-
sifier. A classifier outputs a probability of a cell to be a planar class,
which is used in the MRF formulation to modify the data term as
follows.
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Figure 4.10: Extracted geometric primitive IDs are assigned to each 2D cell in
a top down view of a city, yielding impressive 3D building models [209]. (Figure
courtesy of Zebedin et al.)

In their MRF formulation, the set of labels is the union of plane
labels, a non-plane label, and a discard label. A discard label indi-
cates the lack of confidence and corresponds to a reconstruction hole.
Plane labels and a non-plane label are obtained by using a depthmap
generated by a standard MVS algorithm (i.e., a raw depthmap). More
concretely, first, plane labels are obtained from raw depthmaps associ-
ated with all the input images by using a RANSAC algorithm [61] that
fits planes to the raw depthmap. Second, a non-plane label is created to
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Figure 4.11: Gallup, Frahm, and Pollefeys proposed a depthmap reconstruction
algorithm, which handles both piecewise planar architectural structures and non-
planar non-architectural structures (e.g., trees, brush and grass). An image classi-
fication technique is used to identify regions where a structure prior, in particular,
planarity is strongly enforced. Top from left to right: A sample input image, plane
hypotheses extracted by RANSAC, and the probability of a planar structure. Bot-
tom from left to right: Final estimated labels and the rendering of the reconstructed
depthmap from a different viewpoint. (Figure courtesy of Gallup et al.)

simply indicate a non-planar structure that has the same depth value
as the raw depthmap. The algorithm employs several techniques be-
yond the standard RANSAC to improve the quality of planes, mostly
by exploiting the fact that the input samples (depth values at pixels)
have a spatial structure, that is, laid out on a 2D grid as an image.
They also merge planes extracted from different images to obtain a
single set of planes for all the input images. Details are referred to the
paper [77].

The image classification is used to change the data term for these
labels, where kp is the label to be assigned to pixel p: 2

Φ(kp) =

⎧⎪⎨⎪⎩
C(kp) + (1 − a) if kp is a plane label
C(kp) + a + ηnon_plane if kp is a non-plane label
ηdiscard if kp is a discard label

(4.5)

2The exact definition of the data term Φ(kp) has an upper bound as a hinge loss,
but is omitted here for simplicity.
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C(kp) encodes the photometric consistency information, and a denotes
the estimated probability of a pixel to be a planar structure by the
classification algorithm. ηnon_plane and ηdiscard are the bias cost terms
for the non-plane and discard labels.

The pairwise term Ψ(kp, kq) is defined to prefer consistent labeling
with some special handling of discard labels. 3

Ψ(kp, kq) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 if kp = kq

ΨD(kp, kq)ΨE(kp, kq) if kp and kq are not
discard labels

η′
discardΨE(kp, kq) otherwise

(4.6)

First, the penalty is zero when the two labels are the same as in many
MRF formulations. Second, when both are not discard labels, that is,
when both are either a plane or non-plane label, then, the cost is simply
defined to minimize the amount of depth discrepancy, which is rescaled
based on the presence of image edges. More concretely, the cost is the
product of two factors ΨD(kp, kq) and ΨE(kp, kq), which denote the
amount of depth discrepancy between the pixels, and the inverse of
the presence of image intensity edges, respectively. This formulation
is the same as in the Manhattan World Stereo algorithm (4.3), al-
though the exact definitions of the factors are different. Third, in the
remaining cases, where at least one label is a discard label, a large bias
term η′

discard replaces ΨD(kp, kq), which is equivalent to saying that
the amount of depth discrepancy for a discard label is considered to be
very large.

Their pairwise term satisfies the submodularity conditions and the
same α-expansion technique is used to solve the problem [44, 45, 121].
Figure 4.11 shows some intermediate results of the algorithm for a
typical residential area that has a mix of architectural structure and
vegetation. Their algorithm successfully classifies bushes and trees as
non-planar structure and retains their shapes. Figure 4.12 compares
the method against a standard MVS algorithm, which clearly shows
the advantage of the structure prior exploiting the planarity of scenes,
while keeping the proper structure for non-planar surfaces. More re-

3The algorithm also handles a plane at infinity in a special way, which is omitted
here for simplicity.
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Figure 4.12: Comparative evaluations between (Top) a standard MVS algorithm
and (Bottom) a planar and non-planar depthmap algorithm by Gallup, Frahm, and
Pollefeys [77]. (Figure courtesy of Gallup et al.)

construction examples are shown in Figure 4.13 in a form of texture
mapped depthmaps as well as highlighted planes, again for typical ur-
ban scenes with a mix of buildings and vegetation.
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Figure 4.13: Reconstruction results of a depthmap estimation algorithm by Gallup,
Frahm, and Pollefeys [77] for two scenes. For each scene, the top shows the final
texture mapped depthmaps, and the bottom highlights the estimated plane IDs.
(Figure courtesy of Gallup et al.)





5

Software, Best Practices, and Successful

Applications

Numerous algorithms have been proposed in MVS, many of which
yield high reconstruction accuracy, even comparable to that of laser
range sensors [165]. While image acquisition is often a non-trivial step
for successful MVS reconstructions, the community has consolidated
know-hows and best practices as the field matures. Combined with a
suite of effective software, the field has witnessed the development of
many successful image-based dense reconstruction systems. This chap-
ter introduces such successful software, best practices, and successful
application examples.

5.1 Software

“PMVS” by Furukawa and Ponce [74] is probably the first successful
open-source MVS software, which has been extensively used by non-
experts such as artists and civil engineers, as well as real production
companies such as Industrial Light & Magic [9], Weta Digital [20],
and Google [8]. Together with “Bundler” by Noah Snavely [173], which
solves a Structure-from-Motion (SfM) problem to estimate camera pa-
rameters from an image set, and Poisson Surface Reconstruction soft-
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ware by Michael Misha Kazhdan [115, 41, 116], which turns an oriented
point cloud into a mesh model, people have built an end-to-end fully
automated 3D reconstruction pipeline.

More recently, an SfM software “VisualSFM” by Changchang
Wu [198], which is a GUI application for SfM, and an MVS software
“CMPMVS” by Michal Jancosek and Tomas Pajdla [109] were devel-
oped as compelling alternatives.

The Multi-View Environment (MVE) is an implementation of a
complete end-to-end pipeline for image-based geometry reconstruction,
developed at TU-Darmstadt [12]. It features SfM, MVS, and Surface
Reconstruction. The individual steps of the pipeline are available as
command line applications, but most features are also available from a
user interface.

Open Multiple View Geometry (OpenMVG) [13] is an open-source
library for computer-vision scientists, especially targeted to the multi-
ple view geometry community. The library is designed to provide an
easy access to the classical problems in multiple view geometry, for ex-
ample, feature detection/description/matching, feature tracking, and
bundle adjustment. The library also includes the two complete SfM
pipelines. OpenMVG provides customizable tools, where the commu-
nity has built data pipeline based on OpenMVG for other multiview
geometry software such as PMVS, CMPMVS, and MVE.

5.2 Best practices for Image Acquisition

Image acquisition is the first critical step for successful MVS. Here, we
summarize best practices and know-hows for successful image acquisi-
tion.
Accuracy of the camera models: MVS techniques are highly depen-
dent on the accuracy of the camera parameters. Typical reprojection
error RMSE should be sub-pixel, ideally smaller than 0.5 pixels. In case
reprojection error is large, one possibility is to shrink the input images
and modify the corresponding camera parameters, which will reduce
the reprojection error proportionally to the shrinkage ratio.
Image resolution: One of the reasons that MVS has been so suc-
cessful is the improvements in image sensors. Consumer-grade cameras
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produce high quality and high resolution images. High resolution im-
ages bring up details that can be used to uniquely identify a pixel from
its neighbors, thus improving the correspondence cue used by MVS al-
gorithms to find similar pixels across multiple images. Note however
that by resolution we do not mean just having lots of pixels, the qual-
ity of camera lens also matters. Having a very high-res image captured
with a poor quality lens will not improve results, and it may actually
make them worse, e.g. due to worse results at the SfM stage.
Image overlap: For MVS to work correctly, multiple images need to
see the same piece of geometry from multiple view points. Although the
bare minimum is only two images, at least three images are typically
required to observe each 3D point for robustness.
Baseline: MVS uses the principle of triangulation to reconstruct 3D
geometry from pixel matches across multiple images. This means that
the accuracy of the geometry has a direct dependency on the baseline of
the triangulation. The more baseline, the more accurate reconstruction.
On the other hand, a larger baseline makes it harder to match pixels
across images for two reasons: 1) there would be more occlusions, and
2) the appearance of the same pixel would vary more across images,
making it harder to match. As a result, there is a compromise between
accuracy, robustness, and density. Typical optimal baseline, or viewing
angle differences from a 3D point to input camera locations are in the
range of 5-15 degrees.
Number of images: MVS algorithms are extremely good at exploiting
a large number of images together with the view selection, as long as the
following two conditions are met: 1) SfM reprojection error is small; and
2) The image set contains high quality images at minimal baselines. In
other words, the more images are available, the better MVS works. The
Middlebury MVS evaluation results [165] clearly show a relationship
between the number of images and the quality. However, if one has
to choose between image resolution and number of images, there is no
easy decision. MVS algorithms reconstruct more details from higher
resolution images, as MVS suffers little from ambiguous matches. On
the other hand, high resolution images become an issue for SfM, as the
so-called ratio-test [136] would reject many feature matches. Therefore,
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if good camera calibration is available, in general one should choose
image resolution over number of images.
Image quality: MVS algorithms compare intensity values across mul-
tiple images. Although there exist many algorithms that are robust
to illumination variations across the images, the more stable it can be,
the better. For example, flash changes shading and shadowing effects in
every image, and should not be used for weakly textured surfaces. Sim-
ilarly, although blur and out-of-focus effects may be artistically pleas-
ant, it degrades much of the detail in MVS reconstructions. Ideally all
the images used in MVS should be all-in-focus. This can be achieved
by using small apertures and large exposures, within the limits of a
particular application.

5.3 Successful Applications

The success of MVS technologies has changed the entire shape of the
3D reconstruction industry by replacing laser range sensors, which are
costly to build and maintain, with image based solutions. As a va-
riety of successful MVS algorithms presented high quality results in
research, industrial applications followed with successful implementa-
tions of MVS for real products.

The visual effects industry, for example, relies more and more on
image-based dense 3D reconstruction, in particular, for close range 3D
scanning such as objects and human faces [37] (See Figure 5.1). For
small scale object or scene reconstruction, there exist commercial 3D
reconstruction systems by major software companies such as “123D
Catch” by Autodesk [31], which can turn a collection of photographs
into a 3D model. With the advancement of mobile devices, the software
can be fully utilized just by a cell phone or a tablet, and its GUI inter-
face lets anybody enjoy image-based 3D reconstruction capabilities.

Digital mapping is probably the biggest industry, in which MVS
plays a crucial role, where their ultimate goal is to digitally map the
entire world in 3D (See Figure 5.2). Apple Maps “Flyover” feature pro-
vides views of high quality texture mapped city building models. Google
Maps “Earth View” also provides stunning 3D views of cities. Microsoft
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Figure 5.1: Passive facial motion capture system developed by Beeler, Hahn,
Bradley, Bickel, Beardsley, Gotsman, Summer, and Gross at Disney Research [37].
The left column shows a sample input image of a subject, and the right two columns
show reconstructed face mesh models in two different expressions. (Figure courtesy
of Beeler et al.)

Bing Map will have a new 3D mode, too. All these maps provide fully
interactive exploration and navigation experiences for effective map-
ping applications. These companies fly planes over the cities to take
photographs on a massive scale but in a controlled manner, which are
turned into high quality 3D city models.

Online cloud has become the standard storage for photographs.
Ever-growing number of photographs are uploaded to online photo
sharing websites such as Flickr [7], Panoramio [14], and Picasa [17],
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Figure 5.2: The use of MVS techniques in digital mapping products. From top to
bottom, Apple Maps, Google Maps and Bing Maps.

everyday from all over the world. While one can easily access such
images, for example, via a simple keyword search [23, 64], commu-
nity photo collections pose additional challenges to 3D reconstruction.
These online photographs are acquired by different cameras, at dif-
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Figure 5.3: Google Maps Photo Tours provide with tens of thousands of 3D photo
tours of famous landmarks all over the world with fluid 3D transition renderings.
The top row shows such landmarks shown as red dots, across the globe, entire
Europe, and one neighborhood in Paris, from left to right. The middle row shows
the sequence of views in the photo tour for Sacre-Couer near Paris. The bottom row
is a screenshot of Google Maps showing a photo tour of St. Peter’s Basilica.

ferent times of day, seasons, and weather conditions. However, at the
same time, they provides interesting views of the world, in which peo-
ple do care and take photographs. Microsoft’s Photosynth or Google’s
Photo Tours [127] (See Figure 5.3) harness rich set of community pho-
tographs. They provide immersive image-based rendering of famous
landmarks all over the world, where MVS technique is used to re-
construct a geometric proxy for compelling image based rendering ef-
fects.
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MVS researchers have started up successful 3D recon-
struction companies. Acute3D [1] designs and markets the
Smart3DCaptureTMsystem that allows the user to build high
quality and resolution 3D models, where the applications range from
cartography, architecture, defense, manufacturing, cultural heritage,
and etc (See Figure 5.4). Pix4D [18] software converts thousands of
aerial images taken by lightweight UAV (unmanned aerial vehicle) or
aircraft into geo-referenced 2D orthomosaics and 3D surface models
and point clouds. Started as a spin-off of EPFL’s (Ecole Polytechnique
Federale de Lausanne) Computer Vision Lab in Switzerland. Pix4D is
a dynamic and rapidly expanding company (See Figure 5.5).

Figure 5.4: Acute3D develops Smart3DCaptureTMsystem for high quality 3D re-
constructions that enable various applications [1].
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Figure 5.5: Pix4D is a company that turns thousands of aerial photographs from
UAV into high quality 3D models [18].





6

Limitations and Future Directions

MVS success stories are never-ending, but there are still numerous set-
tings in which the MVS algorithms perform poorly. This chapter dis-
cusses the limitations of the current state-of-the-art and unexplored
new research directions, then concludes the article.

6.1 Limitations

The major failure modes of the current MVS algorithms are classified
into the following three types (see Figure 6.1).

Lack of texture: Homogeneous surfaces pose challenges to MVS algo-
rithms, which are unfortunately prevalent in indoor environments. The
Middlebury multi-view stereo benchmark [165] was a surprise to MVS
researchers in that many MVS algorithms successful reconstructed an
apparently textureless object “Dino” with high accuracy. It turns out
that MVS algorithms are able to pick up very weak and intricate image
textures, most of which come from shading and/or shadowing effects
(the lighting was fixed during the dataset capture). However, these
texture cues are weak and delicate, and images need to have very high
quality.

127
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Figure 6.1: Despite successes in MVS algorithms, there still exist many failure
cases. Standard MVS algorithms cannot handle (left) non-Lambertian surfaces such
as metallic or transparent objects, (middle) weakly textured surfaces, and (right)
thin structures. (Image source: http://www.ikea.com)

An easy but effective solution is to use a projector(s) during image
acquisition, which adds more texture to an object or a scene. When
multiple cameras are involved, they need to be synchronized, which
adds significant complexity to an acquisition setup, but standard MVS
algorithms become applicable. The most successful example in this do-
main is probably the first version of the Microsoft Kinect Camera,
which was originally developed by PrimeSense [19]. Their camera uses
an infrared light projection and does not work outdoors in sunlight,
but is a very effective 3D reconstruction solution utilizing MVS tech-
nology in indoor environments. Pure passive solutions also exist, where
MVS and photometric principles [197] are fused to handle texture-
less surfaces and improve reconstruction qualities [95, 199]. Standard
photometric stereo methods directly estimate the surface normal from
multiple pixel intensities of the same 3D point, with a static camera
to achieve pixel-accurate image registration. In a multi-view setup, the
image registration require precise depth estimations, and the above
techniques jointly solve MVS and photometric stereo problems.

Thin structures: To improve robustness, many MVS algorithms eval-
uate photo-consistency with a support domain Ω (see Section 2.1) that
can be several pixels wide, instead of a single pixel. This makes it
challenging to reconstruct very thin structures such as plants or wires,
which could be as wide as only a few pixels in images.
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One solution for certain applications is to use a photo-consistency
measure that does not require a domain Ω, together with a photo-
consistency aggregation step that is edge-aware, see Section 2.1.8. An-
other option is to acquire a much denser set of photographs on a con-
trolled (e.g., linear) camera motion path. This turns the MVS recon-
struction from the problem of pixel matching to the problem of line
extraction, where a single pixel in each image is enough to reliably
estimate a depth value [117]. This framework also handles arbitrary
unstructured 4D light fields. One can go beyond MVS and control the
focus and aperture of a camera to take many images from a single
viewpoint [89]. This results in many measurements for each pixel loca-
tion, and the depth of a pixel can be estimated independent of other
pixels, which enables the reconstruction of thin structures. Photomet-
ric stereo [197] is again effective, where 3D reconstruction can be per-
formed on a pixel basis and has an advantage over thin structures. This
technique requires the control of lighting, which significantly limits the
application, but enables interesting applications such as real-time mo-
tion [91] capture in a lab-setting.

Non-Lambertian surfaces: MVS is all about matching image regions
with similar or same appearances over multiple images, and hence, most
of the algorithms assume Lambertian reflectance. While pure Lamber-
tian surfaces are rare in practice, it is known and empirically verified
that MVS algorithms work very well on non-Lambertian surfaces: As
long as they contain some diffuse reflectance component, a photometric
consistency function is able to identify and ignore images whose non-
diffuse effects (e.g., specular highlights) are strong, then utilize the
diffuse component in the remaining images. However, many objects in
our world are highly non-Lambertian and make MVS algorithms fail.

This could be the most difficult one to overcome. Take specular
objects, for example, which are prevalent in man-made environments.
There exists work using a calibration object in a scene to infer specular
3D shapes [161]. Shape from specular flow analyzes the optical flow
motion of specular surfaces in a video without resorting to a calibra-
tion object [188, 51, 22]. Unfortunately these methods produce either
sparse or rough 3D shapes. For a general non-Lambertian surface with
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complex reflectance properties, directly controlling the light source is
one way to make high fidelity 3D reconstruction possible. While a stan-
dard photometric stereo principle [197] also assumes Lambertian sur-
faces, more advanced photometric stereo techniques can handle surfaces
with complex reflectance, although these techniques are only applica-
ble in a lab environment (i.e, dark room with a controllable point light
source) [96, 28, 27, 107]. Jin, Soatto, and Yezzi proposed pure passive
methods that directly model and analyze non-Lambertian effects for
MVS matching [112, 113], which is one of the few attempts in MVS
to explicitly go beyond Lambertian reflectance model. More recently,
Oxholm and Nishino proposed an algorithm to estimate complex shape
and reflectance, given natural illumination[150].

6.2 Open Problems

MVS researchers “solved” one class of 3D reconstruction problems in
Computer Vision. The proposed algorithms are flexible, work very well,
and produce 3D models that meet the needs of many practical appli-
cations. However, there are still many open problems with practical
importance in the 3D reconstruction domain (See Figure 6.2).
Aerial and ground fusion: City-scale 3D reconstruction from aerial
images has been under way for digital map creation by many IT com-
panies [108, 30, 144]. Ground-based detailed city modeling has been
demonstrated via MVS and/or laser range sensors [108, 144]. However,
few attempts have been made in fusing both aerial and ground-based
3D models. The first challenge lies in the alignment of the aerial and
ground 3D models. Due to the scale and viewpoint changes, standard
SfM procedure tends to fail [168]. Even after the alignment, it is not a
trivial task to reconstruct a single consistent 3D model that is as large
as an entire city and contains details as small as individual objects in
every store front [69, 65, 66].
Inverse CAD: Another important open problem is the reconstruc-
tion of a compact and human-editable 3D model from images, a pro-
cess dubbed “Inverse CAD”. Standard MVS algorithms are optimized
to produce dense and accurate 3D models. However, such 3D models
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are not suitable for human manipulation or post-editing. Inverse CAD
algorithms have been popular in the Computer Graphics community,
where the input is a high quality 3D point cloud from laser range sen-
sors [133]. Effective techniques do not exist for MVS point clouds that
suffer from noise and large reconstruction holes.
Semantic modeling: “Semantic 3D reconstruction” has become a
popular research theme in Computer Vision and Robotics. The task is
to reconstruct an annotated 3D model, where annotations are chairs,
tables, and windows in an indoor scene, for examples [187]. More gen-
erally, there is growing interest in fusing recognition, segmentation,
and reconstruction problems, the three major paradigms in Computer
Vision. Recognition and segmentation have been jointly tackled from
an early stage [86, 84]. Segmentation has played an important role in
narrow baseline stereo problems [162] in order to deal with occlusions.
In a multi-view stereo setting, occlusions are less of an issue, because
occluded surfaces are often visible by the “side” cameras. While an ap-
proach exists to tackle segmentation in a MVS context [124], it is still
an open question how to best tackle recognition, segmentation, and
multi-view stereo reconstruction altogether.
Dynamic scene modeling: Dynamic scene modeling is yet another
open area, where most existing 3D reconstruction methods, including
MVS, assume a static rigid scene. Multiple synchronized video streams
can be used to recover dense 3D structure and motion information via
the same MVS principles [71, 73, 37, 46, 185]. However, such video
acquisition setup is only possible in a lab environment. For general
scenes, dynamic scene reconstruction becomes substantially more diffi-
cult, simply due to the lack of image coverage. The approaches either
require restrictive assumptions on the scene geometry [140], or com-
promise on the reconstruction fidelity [211, 111]. Change detection is a
form of dynamic scene modeling, where dynamic foreground objects lie
in front of a static and rigid background [186, 211]. These techniques
will be a key for autonomous cars and UAVs that drive or fly in real
dynamic scenes.
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6.3 Conclusions

This article provided a tutorial on multi view stereo, from data collec-
tion, algorithmic details to successful applications in the industry. MVS
has undoubtedly been one of the most successful fields in Computer Vi-
sion in the last decade. It enables high quality 3D reconstruction from a
handful of images taken by consumer grade cameras. In industry, with
the explosion of cell phones and mobile devices equipped with cameras,
we are capturing millions of photographs everyday all over the world at
an ever growing pace. All these photos are a rich source of input data
for MVS, with the ultimate goal of reconstructing the entire world.
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